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Quantum Cyber Security is the �eld that studies all aspects af-
fecting the security and privacy of communications and compu-
tations caused by the development of quantum technologies.

Quantum technologies may have a negative e�ect to cyber secu-
rity, when viewed as a resource for adversaries, but can also have a
positive e�ect, when honest parties use these technologies to their
advantage. The research can, broadly speaking, be divided into three
categories that depend on who has access to quantum technologies
and how developed these technologies are (see Figure 1). In the
�rst category we ensure that currently possible tasks remain secure,
while in the other two categories we explore the new possibilities
that quantum technologies bring.
As is typical in cryptography, we �rst assume the worst-case

scenario in terms of resources, where the honest parties are fully
classical (no quantum abilities), while the adversaries have access to
any quantum technology (whether this technology exists currently
or not). In particular we assume that they have a large quantum
computer. Ensuring that, in this scenario, the security and privacy
guarantees of a classical protocol remain intact, is known as post-
quantum (or “quantum-safe”) security.
In the second category we allow honest parties to have access

to quantum technologies in order to achieve enhanced properties,
but we restrict this access to those quantum technologies that are
currently available (or that can be built in near-term). Requesting
this level of quantum abilities comes from the practical demand to
be able to construct now, small quantum devices/gadgets that imple-
ment the “quantum” steps of (the honest) protocols. The adversaries,
again, can use any quantum technology. In this category we focus
on achieving classical functionalities but we are able to enhance
the security or e�ciency of the protocols beyond what is possible
classically by using current sate-of-the-art quantum gadgets.
Finally, the third category looks further in the future and exam-

ines the security and privacy of protocols that are possible (are
enabled) by the existence of quantum computers. We assume that
there exist quantum computation devices that o�er advantage in
many useful applications compared with the best classical comput-
ers. At that time, there will be tasks that involve quantum computers
and communication and processing of quantum information, where
the parties involved want to maintain the privacy of their data and
have guarantees on the security of the tasks achieved. This period
may not be too far, since quantum devices being developed now
are already crossing the limit of quantum computations that can be
simulated by classical supercomputers.
These categories, in general, include all aspects of cyber secu-

rity. We will focus on the e�ects that quantum technologies have
for cryptographic attacks and attacks that exploit vulnerabilities of
the new quantum hardware when such hardware is used. As far
as exploits of other vulnerabilities of existing classical hardware
is concerned (e.g. timing attacks), we do not expect they will sig-
ni�cantly bene�t from quantum technologies and thus we do not
expand further1.

1One could imagine that enhanced quantum sensing and quantum metrology could
improve certain side-channel attacks, but this is beyond the scope of this paper.
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Fig. 1. Schematic representation of the �antum Cyber Security research
landscape. Red boxes are the three categories of research. Do�ed lines
indicate the resources (computation and communication) required from the
honest parties. Green boxes represent issues we focus in this review.

1.3 This Review
First of all we clarify what this review is not. It is not an exhaustive
list of all research in quantum cyber security, neither a historical
exposition on how quantum cryptography developed, nor a proper
introduction to the �eld including the background required. Excel-
lent such reviews have been written (e.g. [14]).
Our aim is twofold. On the one hand we want to clarify miscon-

ceptions and organise/categorise the research landscape in quantum
cyber security in a comprehensive and approachable way to the
non-experts. On the other hand we want to focus on speci�c aspects,
for each of the quantum cyber security research categories given
above, that we believe have been under-represented in research and
exposure to the public, despite being very important. In Section 2
we clarify some facts about quantum computers and quantum adver-
saries, setting the stage to analyse the three categories of quantum
cyber security research. In Section 3 we explore the �rst category,
post-quantum security, giving a brief overview of the �eld and fo-
cusing on the issue of security de�nitions and proof techniques. In
Section 4 we sketch the research directions in quantumly-enhanced
security, focusing on the issue of implementation attacks and device
independence. In Section 5, after giving an overview we focus on
classical clients securely delegating computations to the quantum
cloud.We conclude in Section 6, giving a glimpse of howwe envision
that cyber security will be reshaped in the decades to come.

, Vol. 1, No. 1, Article . Publication date: March 2018.
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Post-Quantum 

(classical) Zero-Knowledge Proof-of-Knowledge (secure against quantum)
lifting classical security proof to the quantum setting, secure function evaluation



The hidden subgroup problem

 Algebraic Problems


Andrew M. Childs  and Wim van Dam, 2008

Let G be a finite Abelian group with group operations written additively

consider a function f : G → S, where S is some finite set. We say that f hides the subgroup H 
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For simplicity, assume that the order of the group,N := |C|,
is known. For example, if C = (Z/pZ)×, then we know
N = p− 1. If we do not know N, we can determine it ef-
ficiently using Shor’s algorithm for period finding over Z,
which we discuss in Section IV.D. We also assume that x ̸= g
(i.e., logg x ̸= 1), since it is easy to check this.
The algorithm of Shor (1997) for computing discrete loga-

rithms works as follows:

Algorithm 3 (Discrete logarithm).
Input: A cyclic group C = ⟨g⟩ and an element x ∈C.
Problem: Calculate logg x.

1. If necessary, using the period finding algorithm of Sec-
tion IV.D, determine the order N = |C|.

2. Create the uniform superposition

|Z/NZ×Z/NZ⟩ =
1
N ∑

α,β∈Z/NZ

|α,β⟩ (35)

over all elements of the additive Abelian group Z/NZ×
Z/NZ.

3. Define a function f : Z/NZ×Z/NZ →C as follows:

f (α,β) = xαgβ. (36)

Compute this function in an ancilla register, giving

1
N ∑

α,β∈Z/NZ

|α,β, f (α,β)⟩. (37)

4. Discard the ancilla register.7 Since f (α,β) = gα logg x+β,
f is constant on the lines

Lγ := {(α,β) ∈ (Z/NZ)2 : α logg x+β= γ}, (38)

so the remaining state is a uniform superposition over
group elements consistent with a uniformly random, un-
known γ ∈ Z/NZ, namely

|Lγ⟩ =
1√
N ∑

α∈Z/NZ

|α,γ−α logg x⟩. (39)

5. Now we can exploit the symmetry of the quantum state
by performing a QFT over Z/NZ×Z/NZ, giving

1
N3/2 ∑

α,µ,ν∈Z/NZ

ω
µα+ν(γ−α logg x)
N |µ,ν⟩ (40)

=
1√
N ∑

ν∈Z/NZ

ωνγN |ν logg x,ν⟩ (41)

where we used the identity Eq. (33).

7 Note that if we were to measure the ancilla register instead of discarding
it, the outcome would be unhelpful: each possible value gγ occurs with
equal probability, and we cannot obtain γ from gγ unless we know how to
compute discrete logarithms.

6. Measure this state in the computational basis. We
obtain some pair (ν logg x,ν) for a uniformly random
ν ∈ Z/NZ.

7. Repeating the above gives a second pair (ν′ logg x,ν′)
with a uniformly random ν′ ∈ Z/NZ, independent of ν.
With constant probability (at least 6/π2 ≈ 0.61), ν and
ν′ are coprime, in which case we can find integers λ
and λ′ such that λν+λ′ν′ = 1. Thus we can determine
λν logg x+λ′ν′ logg x= logg x.

This algorithm can be carried out for any cyclic group C,
given a unique representation of its elements and the ability to
efficiently compute products and inverses in C. To efficiently
compute f (α,β), we must compute high powers of a group
element, which can be done quickly by repeated squaring.
In particular, Shor’s algorithm for discrete log breaks the

Diffie-Hellman key exchange protocol described above, in
whichC= (Z/pZ)×. In Section IV.F we discuss further appli-
cations to cryptography, in which C is the group correspond-
ing to an elliptic curve.

C. Hidden subgroup problem for finite Abelian groups

Algorithms 2 and 3 solve particular instances of a more
general problem, the Abelian hidden subgroup problem (or
Abelian HSP). We now describe this problem and show how
it can be solved efficiently on a quantum computer.
Let G be a finite Abelian group with group operations writ-

ten additively, and consider a function f : G→ S, where S is
some finite set. We say that f hides the subgroupH ≤ G if

f (x) = f (y) if and only if x− y ∈ H (42)

for all x,y ∈ G. In the Abelian hidden subgroup problem, we
are asked to find a generating set for H given the ability to
query the function f .
It is clear that H can in principle be reconstructed from the

entire truth table of f . Notice in particular that f (0) = f (x)
if and only if x ∈ H: the hiding function is constant on the
hidden subgroup, and does not take that value anywhere else.
Furthermore, fixing any y ∈G, we see that f (y) = f (x) if and
only if x ∈ y+H := {y+ h : h ∈ H}, a coset of H in G with
coset representative y. So f is constant on the cosets of H in
G, and distinct on different cosets.
The simplest example of the Abelian hidden subgroup

problem is Simon’s problem, in which G = (Z/2Z)n and
H = {0,x} for some unknown x ∈ (Z/2Z)n. Simon’s effi-
cient quantum algorithm for this problem (Simon, 1997) led
the way to Shor’s algorithms for other instances of the Abelian
HSP.
The period finding problem discussed in Section IV.A is the

Abelian HSP with G= Z/NZ. The subgroups of G are of the
formH = {0,r,2r, . . . ,N− r} (of order |H|= N/r), where r is
a divisor of N. Thus a function hides H according to Eq. (42)
precisely when it is r-periodic, as in Eq. (28). We have already
seen that such a subgroup can be found efficiently.
The quantum algorithm for discrete log, as discussed in

Section IV.B, solves an Abelian hidden subgroup problem in

find a generating set for H given the ability to query the function f  



The hidden subgroup problem

w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
N
;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð

ffiffiffiffi
N

p
þ

ffiffiffiffi
M

p
Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
ffiffiffiffiffiffiffiffiffiffi
N=M

p
2Oð

ffiffiffiffiffiffiffiffi
logM

p
ÞÞ up to

logarithmic factors, as compared with the best possible
classical runtime OðN=Mþ

ffiffiffiffi
N

p
Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the

adiabatic algorithm lacks general, rigorous worst-case upper

AND

OR

NOT AND

Figure 1. An instance of the Circuit SAT problem. The answer should
be ‘yes’ as there exists an input to the circuit such that the
output is 1.

Table 2. Some problems which can be expressed as hidden subgroup problems

Problem Group Complexity Cryptosystem

Factorisation ℤ Polynomial11 RSA
Discrete log ℤp- 1 ´ℤp - 1 Polynomial11 Diffie-Hellman, DSA,y
Elliptic curve discrete log Elliptic curve Polynomial92 ECDH, ECDSA,y
Principal ideal ℝ Polynomial93 Buchmann-Williams
Shortest lattice vector Dihedral group Subexponential94,95 NTRU, Ajtai-Dwork,y
Graph isomorphism Symmetric group Exponential —

The table lists the time complexity of the best quantum algorithms known for the HSPs and the cryptosystems that are (or would be) broken by polynomial-
time algorithms.

Quantum algorithms
A Montanaro

3

© 2016 University of New South Wales/Macmillan Publishers Limited npj Quantum Information (2016) 15023



The hidden subgroup problem

w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
N
;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð

ffiffiffiffi
N

p
þ

ffiffiffiffi
M

p
Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
ffiffiffiffiffiffiffiffiffiffi
N=M

p
2Oð

ffiffiffiffiffiffiffiffi
logM

p
ÞÞ up to

logarithmic factors, as compared with the best possible
classical runtime OðN=Mþ

ffiffiffiffi
N

p
Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
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so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð
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p
þ

ffiffiffiffi
M

p
Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
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logarithmic factors, as compared with the best possible
classical runtime OðN=Mþ
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Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the

adiabatic algorithm lacks general, rigorous worst-case upper
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be ‘yes’ as there exists an input to the circuit such that the
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Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
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so we can find a w such that f(w) = 1 with Oð
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Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð
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of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden
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Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the

adiabatic algorithm lacks general, rigorous worst-case upper
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
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;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k
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Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð

ffiffiffiffi
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ffiffiffiffi
M

p
Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
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logarithmic factors, as compared with the best possible
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Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the

adiabatic algorithm lacks general, rigorous worst-case upper
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be ‘yes’ as there exists an input to the circuit such that the
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
N
;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
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Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
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;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð
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Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden
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Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the

adiabatic algorithm lacks general, rigorous worst-case upper
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Figure 1. An instance of the Circuit SAT problem. The answer should
be ‘yes’ as there exists an input to the circuit such that the
output is 1.

Table 2. Some problems which can be expressed as hidden subgroup problems

Problem Group Complexity Cryptosystem

Factorisation ℤ Polynomial11 RSA
Discrete log ℤp- 1 ´ℤp - 1 Polynomial11 Diffie-Hellman, DSA,y
Elliptic curve discrete log Elliptic curve Polynomial92 ECDH, ECDSA,y
Principal ideal ℝ Polynomial93 Buchmann-Williams
Shortest lattice vector Dihedral group Subexponential94,95 NTRU, Ajtai-Dwork,y
Graph isomorphism Symmetric group Exponential —

The table lists the time complexity of the best quantum algorithms known for the HSPs and the cryptosystems that are (or would be) broken by polynomial-
time algorithms.
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
N
;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð

ffiffiffiffi
N

p
þ

ffiffiffiffi
M

p
Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
ffiffiffiffiffiffiffiffiffiffi
N=M

p
2Oð

ffiffiffiffiffiffiffiffi
logM

p
ÞÞ up to

logarithmic factors, as compared with the best possible
classical runtime OðN=Mþ

ffiffiffiffi
N

p
Þ.29 This is a super-polynomial

speedup when M is large.
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(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the
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Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
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;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð

ffiffiffiffi
N

p
þ

ffiffiffiffi
M
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
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logarithmic factors, as compared with the best possible
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Þ.29 This is a super-polynomial

speedup when M is large.
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An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
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so we can find a w such that f(w) = 1 with Oð
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f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding
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work of Farhi, Goldstone and Gutmann24 gave the first quantum
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linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N
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Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden
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Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
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w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
N
;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden
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Þ.29 This is a super-polynomial
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An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
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;

so we can find a w such that f(w) = 1 with Oð
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f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð
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of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
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Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
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pronounced: there is a quantum algorithm which combines
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provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
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adiabatic algorithm lacks general, rigorous worst-case upper

AND

OR

NOT AND

Figure 1. An instance of the Circuit SAT problem. The answer should
be ‘yes’ as there exists an input to the circuit such that the
output is 1.

Table 2. Some problems which can be expressed as hidden subgroup problems

Problem Group Complexity Cryptosystem

Factorisation ℤ Polynomial11 RSA
Discrete log ℤp- 1 ´ℤp - 1 Polynomial11 Diffie-Hellman, DSA,y
Elliptic curve discrete log Elliptic curve Polynomial92 ECDH, ECDSA,y
Principal ideal ℝ Polynomial93 Buchmann-Williams
Shortest lattice vector Dihedral group Subexponential94,95 NTRU, Ajtai-Dwork,y
Graph isomorphism Symmetric group Exponential —

The table lists the time complexity of the best quantum algorithms known for the HSPs and the cryptosystems that are (or would be) broken by polynomial-
time algorithms.
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tum computation. Specifically, the fault-tolerant threshold
theorem states that as long as the noise level is below some
threshold (depending on the noise model and the architec-
ture of the quantum computer, but typically in the range of
10−2 to 10−4), an arbitrarily long computation can be per-
formed with arbitrarily small error (Aharonov and Ben-Or,
2008; Kitaev, 1997; Knill et al., 1996, 1997; Preskill, 1998b;
Shor, 1996). Throughout this article, we implicitly assume
that fault-tolerant protocols have been applied, so that we ef-
fectively have a perfectly functioning quantum computer.

III. ABELIAN QUANTUM FOURIER TRANSFORM

A. Fourier transforms over finite Abelian groups

For the group Z/NZ, the group of integers modulo N under
addition (see Appendix A), the quantum Fourier transform
(QFT) is a unitary operation FZ/NZ. Its effect on a basis state
|x⟩ for any x ∈ Z/NZ is

|x⟩ $→
1√
N ∑

y∈Z/NZ

ωxyN |y⟩, (8)

where ωN := e2πi/N denotes a primitive Nth root of unity.
More generally, a finite Abelian group G has |G| distinct

one-dimensional irreducible representations (or irreducible
characters) ψ ∈ Ĝ. These are functions ψ : G → C with
ψ(a+b) = ψ(a)ψ(b) for all a,b ∈ G, using additive notation
for the group operation of G (see Appendix B for further de-
tails). The quantum Fourier transform FG over G acts as

|x⟩ $→
1

√
|G| ∑ψ∈Ĝ

ψ(x)|ψ⟩ (9)

for each x ∈ G.
For example, the group (Z/NZ) × (Z/NZ) has N2 ir-

reducible representations defined by ψy1,y2 : (x1,x2) $→
ωx1y1+x2y2N for all y1,y2 ∈ Z/NZ; hence its quantum Fourier
transform F(Z/NZ)×(Z/NZ) acts as

|x1,x2⟩ $→
1
N ∑

y1,y2∈Z/NZ

ωx1y1+x2y2N |y1,y2⟩ (10)

for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
rect product of cyclic subgroups of prime power order, G ∼=
(Z/pr11 Z)× · · ·× (Z/prkk Z), and the QFT over G can be writ-
ten as the tensor product of QFTs FZ/pr11 Z ⊗ · · ·⊗FZ/prkk Z.
The Fourier transform FG is useful for exploiting symmetry

with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have

FGPsF†G = ∑
ψ∈Ĝ

ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the

basis {|ψ⟩ : ψ ∈ Ĝ}, the matrix representation of the Fourier
transformation over Z/NZ is

FZ/NZ =
1√
N

⎛

⎜⎜⎜⎜⎜
⎝

1 1 1 · · · 1
1 ωN ω2N · · · ωN−1N
1 ω2N ω4N · · · ω2N−2N
...

...
...

. . .
...

1 ωN−1N ω2N−2N · · · ω(N−1)(N−1)
N

⎞

⎟⎟⎟⎟⎟
⎠

. (12)

More succinctly,

FZ/NZ =
1√
N ∑

x,y∈Z/NZ

ωxyN |y⟩⟨x|, (13)

where |y⟩ represents the basis state corresponding to the char-
acter ψy with ψy(x) = ωxyN . It is straightforward to ver-
ify that FZ/NZ is indeed a unitary transformation, i.e., that
FZ/NZF

†
Z/NZ = F†Z/NZFZ/NZ = 1.

Assume now that N = 2n, and let us represent the integer
x ∈ Z/NZ by n bits x0,x1, . . . ,xn−1 where x= ∑n−1j=0 2 jx j. The
Fourier transform of |x⟩ can then be written as the tensor prod-
uct of n qubits, since

FZ/2nZ|x⟩ =
1√
2n ∑

y∈{0,1}n
ω
x(∑n−1j=0 2

jy j)
2n |y0, . . . ,yn−1⟩ (14)

=
1√
2n

n−1
O

j=0
∑

y j∈{0,1}
e2πixy j/2n− j

|y j⟩ (15)

=
n−1
O

j=0

|0⟩+ e2πi∑
n−1
k=0 2

j+k−nxk |1⟩√
2

(16)

=:
n−1
O

j=0
|z j⟩. (17)

Now, because exp(2πi2sxk) = 1 for all integers s ≥ 0, we see
that the jth output qubit is

|z j⟩ =
1√
2
(|0⟩+ e2πi(2 j−nx0+2 j+1−nx1+···+2−1xn−1− j)|1⟩), (18)

and hence only depends on the n− j input bits x0, . . . ,xn−1− j.
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basis {|ψ⟩ : ψ ∈ Ĝ}, the matrix representation of the Fourier
transformation over Z/NZ is

FZ/NZ =
1√
N

⎛

⎜⎜⎜⎜⎜
⎝

1 1 1 · · · 1
1 ωN ω2N · · · ωN−1N
1 ω2N ω4N · · · ω2N−2N
...

...
...

. . .
...

1 ωN−1N ω2N−2N · · · ω(N−1)(N−1)
N

⎞

⎟⎟⎟⎟⎟
⎠

. (12)

More succinctly,

FZ/NZ =
1√
N ∑

x,y∈Z/NZ

ωxyN |y⟩⟨x|, (13)

where |y⟩ represents the basis state corresponding to the char-
acter ψy with ψy(x) = ωxyN . It is straightforward to ver-
ify that FZ/NZ is indeed a unitary transformation, i.e., that
FZ/NZF

†
Z/NZ = F†Z/NZFZ/NZ = 1.

Assume now that N = 2n, and let us represent the integer
x ∈ Z/NZ by n bits x0,x1, . . . ,xn−1 where x= ∑n−1j=0 2 jx j. The
Fourier transform of |x⟩ can then be written as the tensor prod-
uct of n qubits, since

FZ/2nZ|x⟩ =
1√
2n ∑

y∈{0,1}n
ω
x(∑n−1j=0 2

jy j)
2n |y0, . . . ,yn−1⟩ (14)

=
1√
2n

n−1
O

j=0
∑

y j∈{0,1}
e2πixy j/2n− j

|y j⟩ (15)

=
n−1
O

j=0

|0⟩+ e2πi∑
n−1
k=0 2

j+k−nxk |1⟩√
2

(16)

=:
n−1
O

j=0
|z j⟩. (17)

Now, because exp(2πi2sxk) = 1 for all integers s ≥ 0, we see
that the jth output qubit is

|z j⟩ =
1√
2
(|0⟩+ e2πi(2 j−nx0+2 j+1−nx1+···+2−1xn−1− j)|1⟩), (18)

and hence only depends on the n− j input bits x0, . . . ,xn−1− j.

 Algebraic Problems


Andrew M. Childs  and Wim van Dam, 2008



The hidden subgroup problem

Fourier transforms over finite Abelian groups 

6

tum computation. Specifically, the fault-tolerant threshold
theorem states that as long as the noise level is below some
threshold (depending on the noise model and the architec-
ture of the quantum computer, but typically in the range of
10−2 to 10−4), an arbitrarily long computation can be per-
formed with arbitrarily small error (Aharonov and Ben-Or,
2008; Kitaev, 1997; Knill et al., 1996, 1997; Preskill, 1998b;
Shor, 1996). Throughout this article, we implicitly assume
that fault-tolerant protocols have been applied, so that we ef-
fectively have a perfectly functioning quantum computer.

III. ABELIAN QUANTUM FOURIER TRANSFORM

A. Fourier transforms over finite Abelian groups

For the group Z/NZ, the group of integers modulo N under
addition (see Appendix A), the quantum Fourier transform
(QFT) is a unitary operation FZ/NZ. Its effect on a basis state
|x⟩ for any x ∈ Z/NZ is

|x⟩ $→
1√
N ∑

y∈Z/NZ

ωxyN |y⟩, (8)

where ωN := e2πi/N denotes a primitive Nth root of unity.
More generally, a finite Abelian group G has |G| distinct

one-dimensional irreducible representations (or irreducible
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characters) ψ ∈ Ĝ. These are functions ψ : G → C with
ψ(a+b) = ψ(a)ψ(b) for all a,b ∈ G, using additive notation
for the group operation of G (see Appendix B for further de-
tails). The quantum Fourier transform FG over G acts as
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√
|G| ∑ψ∈Ĝ
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for each x ∈ G.
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for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
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(Z/pr11 Z)× · · ·× (Z/prkk Z), and the QFT over G can be writ-
ten as the tensor product of QFTs FZ/pr11 Z ⊗ · · ·⊗FZ/prkk Z.
The Fourier transform FG is useful for exploiting symmetry

with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have

FGPsF†G = ∑
ψ∈Ĝ

ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the

basis {|ψ⟩ : ψ ∈ Ĝ}, the matrix representation of the Fourier
transformation over Z/NZ is

FZ/NZ =
1√
N

⎛

⎜⎜⎜⎜⎜
⎝

1 1 1 · · · 1
1 ωN ω2N · · · ωN−1N
1 ω2N ω4N · · · ω2N−2N
...

...
...

. . .
...

1 ωN−1N ω2N−2N · · · ω(N−1)(N−1)
N

⎞

⎟⎟⎟⎟⎟
⎠

. (12)

More succinctly,

FZ/NZ =
1√
N ∑

x,y∈Z/NZ

ωxyN |y⟩⟨x|, (13)

where |y⟩ represents the basis state corresponding to the char-
acter ψy with ψy(x) = ωxyN . It is straightforward to ver-
ify that FZ/NZ is indeed a unitary transformation, i.e., that
FZ/NZF

†
Z/NZ = F†Z/NZFZ/NZ = 1.

Assume now that N = 2n, and let us represent the integer
x ∈ Z/NZ by n bits x0,x1, . . . ,xn−1 where x= ∑n−1j=0 2 jx j. The
Fourier transform of |x⟩ can then be written as the tensor prod-
uct of n qubits, since

FZ/2nZ|x⟩ =
1√
2n ∑

y∈{0,1}n
ω
x(∑n−1j=0 2

jy j)
2n |y0, . . . ,yn−1⟩ (14)

=
1√
2n

n−1
O

j=0
∑

y j∈{0,1}
e2πixy j/2n− j

|y j⟩ (15)

=
n−1
O

j=0

|0⟩+ e2πi∑
n−1
k=0 2

j+k−nxk |1⟩√
2

(16)

=:
n−1
O

j=0
|z j⟩. (17)

Now, because exp(2πi2sxk) = 1 for all integers s ≥ 0, we see
that the jth output qubit is

|z j⟩ =
1√
2
(|0⟩+ e2πi(2 j−nx0+2 j+1−nx1+···+2−1xn−1− j)|1⟩), (18)

and hence only depends on the n− j input bits x0, . . . ,xn−1− j.
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ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the
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ψ(x)|ψ⟩ (9)

for each x ∈ G.
For example, the group (Z/NZ) × (Z/NZ) has N2 ir-

reducible representations defined by ψy1,y2 : (x1,x2) $→
ωx1y1+x2y2N for all y1,y2 ∈ Z/NZ; hence its quantum Fourier
transform F(Z/NZ)×(Z/NZ) acts as

|x1,x2⟩ $→
1
N ∑

y1,y2∈Z/NZ

ωx1y1+x2y2N |y1,y2⟩ (10)

for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
rect product of cyclic subgroups of prime power order, G ∼=
(Z/pr11 Z)× · · ·× (Z/prkk Z), and the QFT over G can be writ-
ten as the tensor product of QFTs FZ/pr11 Z ⊗ · · ·⊗FZ/prkk Z.
The Fourier transform FG is useful for exploiting symmetry

with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have

FGPsF†G = ∑
ψ∈Ĝ

ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the
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ψ(x)|ψ⟩ (9)

for each x ∈ G.
For example, the group (Z/NZ) × (Z/NZ) has N2 ir-

reducible representations defined by ψy1,y2 : (x1,x2) $→
ωx1y1+x2y2N for all y1,y2 ∈ Z/NZ; hence its quantum Fourier
transform F(Z/NZ)×(Z/NZ) acts as

|x1,x2⟩ $→
1
N ∑

y1,y2∈Z/NZ

ωx1y1+x2y2N |y1,y2⟩ (10)

for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
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with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have
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ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the

basis {|ψ⟩ : ψ ∈ Ĝ}, the matrix representation of the Fourier
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More succinctly,

FZ/NZ =
1√
N ∑

x,y∈Z/NZ

ωxyN |y⟩⟨x|, (13)

where |y⟩ represents the basis state corresponding to the char-
acter ψy with ψy(x) = ωxyN . It is straightforward to ver-
ify that FZ/NZ is indeed a unitary transformation, i.e., that
FZ/NZF

†
Z/NZ = F†Z/NZFZ/NZ = 1.

Assume now that N = 2n, and let us represent the integer
x ∈ Z/NZ by n bits x0,x1, . . . ,xn−1 where x= ∑n−1j=0 2 jx j. The
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2n |y0, . . . ,yn−1⟩ (14)
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=:
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O
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Now, because exp(2πi2sxk) = 1 for all integers s ≥ 0, we see
that the jth output qubit is

|z j⟩ =
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(|0⟩+ e2πi(2 j−nx0+2 j+1−nx1+···+2−1xn−1− j)|1⟩), (18)

and hence only depends on the n− j input bits x0, . . . ,xn−1− j.
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ψ(x)|ψ⟩ (9)

for each x ∈ G.
For example, the group (Z/NZ) × (Z/NZ) has N2 ir-

reducible representations defined by ψy1,y2 : (x1,x2) $→
ωx1y1+x2y2N for all y1,y2 ∈ Z/NZ; hence its quantum Fourier
transform F(Z/NZ)×(Z/NZ) acts as

|x1,x2⟩ $→
1
N ∑

y1,y2∈Z/NZ

ωx1y1+x2y2N |y1,y2⟩ (10)

for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
rect product of cyclic subgroups of prime power order, G ∼=
(Z/pr11 Z)× · · ·× (Z/prkk Z), and the QFT over G can be writ-
ten as the tensor product of QFTs FZ/pr11 Z ⊗ · · ·⊗FZ/prkk Z.
The Fourier transform FG is useful for exploiting symmetry

with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have

FGPsF†G = ∑
ψ∈Ĝ
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characters) ψ ∈ Ĝ. These are functions ψ : G → C with
ψ(a+b) = ψ(a)ψ(b) for all a,b ∈ G, using additive notation
for the group operation of G (see Appendix B for further de-
tails). The quantum Fourier transform FG over G acts as

|x⟩ $→
1

√
|G| ∑ψ∈Ĝ
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More generally, a finite Abelian group G has |G| distinct

one-dimensional irreducible representations (or irreducible
characters) ψ ∈ Ĝ. These are functions ψ : G → C with
ψ(a+b) = ψ(a)ψ(b) for all a,b ∈ G, using additive notation
for the group operation of G (see Appendix B for further de-
tails). The quantum Fourier transform FG over G acts as

|x⟩ $→
1

√
|G| ∑ψ∈Ĝ

ψ(x)|ψ⟩ (9)

for each x ∈ G.
For example, the group (Z/NZ) × (Z/NZ) has N2 ir-

reducible representations defined by ψy1,y2 : (x1,x2) $→
ωx1y1+x2y2N for all y1,y2 ∈ Z/NZ; hence its quantum Fourier
transform F(Z/NZ)×(Z/NZ) acts as

|x1,x2⟩ $→
1
N ∑

y1,y2∈Z/NZ

ωx1y1+x2y2N |y1,y2⟩ (10)

for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
rect product of cyclic subgroups of prime power order, G ∼=
(Z/pr11 Z)× · · ·× (Z/prkk Z), and the QFT over G can be writ-
ten as the tensor product of QFTs FZ/pr11 Z ⊗ · · ·⊗FZ/prkk Z.
The Fourier transform FG is useful for exploiting symmetry

with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have

FGPsF†G = ∑
ψ∈Ĝ

ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the

basis {|ψ⟩ : ψ ∈ Ĝ}, the matrix representation of the Fourier
transformation over Z/NZ is

FZ/NZ =
1√
N

⎛

⎜⎜⎜⎜⎜
⎝

1 1 1 · · · 1
1 ωN ω2N · · · ωN−1N
1 ω2N ω4N · · · ω2N−2N
...

...
...

. . .
...

1 ωN−1N ω2N−2N · · · ω(N−1)(N−1)
N

⎞

⎟⎟⎟⎟⎟
⎠

. (12)

More succinctly,

FZ/NZ =
1√
N ∑

x,y∈Z/NZ

ωxyN |y⟩⟨x|, (13)

where |y⟩ represents the basis state corresponding to the char-
acter ψy with ψy(x) = ωxyN . It is straightforward to ver-
ify that FZ/NZ is indeed a unitary transformation, i.e., that
FZ/NZF

†
Z/NZ = F†Z/NZFZ/NZ = 1.

Assume now that N = 2n, and let us represent the integer
x ∈ Z/NZ by n bits x0,x1, . . . ,xn−1 where x= ∑n−1j=0 2 jx j. The
Fourier transform of |x⟩ can then be written as the tensor prod-
uct of n qubits, since

FZ/2nZ|x⟩ =
1√
2n ∑

y∈{0,1}n
ω
x(∑n−1j=0 2

jy j)
2n |y0, . . . ,yn−1⟩ (14)

=
1√
2n

n−1
O

j=0
∑

y j∈{0,1}
e2πixy j/2n− j

|y j⟩ (15)

=
n−1
O

j=0

|0⟩+ e2πi∑
n−1
k=0 2

j+k−nxk |1⟩√
2

(16)

=:
n−1
O

j=0
|z j⟩. (17)

Now, because exp(2πi2sxk) = 1 for all integers s ≥ 0, we see
that the jth output qubit is

|z j⟩ =
1√
2
(|0⟩+ e2πi(2 j−nx0+2 j+1−nx1+···+2−1xn−1− j)|1⟩), (18)

and hence only depends on the n− j input bits x0, . . . ,xn−1− j.
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tum computation. Specifically, the fault-tolerant threshold
theorem states that as long as the noise level is below some
threshold (depending on the noise model and the architec-
ture of the quantum computer, but typically in the range of
10−2 to 10−4), an arbitrarily long computation can be per-
formed with arbitrarily small error (Aharonov and Ben-Or,
2008; Kitaev, 1997; Knill et al., 1996, 1997; Preskill, 1998b;
Shor, 1996). Throughout this article, we implicitly assume
that fault-tolerant protocols have been applied, so that we ef-
fectively have a perfectly functioning quantum computer.
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ψ(x)|ψ⟩ (9)

for each x ∈ G.
For example, the group (Z/NZ) × (Z/NZ) has N2 ir-

reducible representations defined by ψy1,y2 : (x1,x2) $→
ωx1y1+x2y2N for all y1,y2 ∈ Z/NZ; hence its quantum Fourier
transform F(Z/NZ)×(Z/NZ) acts as

|x1,x2⟩ $→
1
N ∑

y1,y2∈Z/NZ

ωx1y1+x2y2N |y1,y2⟩ (10)

for all x1,x2 ∈ Z/NZ. In this example, F(Z/NZ)×(Z/NZ) can
be written as the tensor product FZ/NZ ⊗ FZ/NZ. In gen-
eral, according to the fundamental theorem of finite Abelian
groups, any finite Abelian group G can be expressed as a di-
rect product of cyclic subgroups of prime power order, G ∼=
(Z/pr11 Z)× · · ·× (Z/prkk Z), and the QFT over G can be writ-
ten as the tensor product of QFTs FZ/pr11 Z ⊗ · · ·⊗FZ/prkk Z.
The Fourier transform FG is useful for exploiting symmetry

with respect to G. Consider the operator Ps that adds s ∈ G,
defined by Ps|x⟩ = |x+ s⟩ for any x ∈ G. This operator is di-
agonal in the Fourier basis: we have

FGPsF†G = ∑
ψ∈Ĝ

ψ(s)|ψ⟩⟨ψ|. (11)

Thus, measurements in the Fourier basis produce the same
statistics for a pure state |φ⟩ and its shift Ps|φ⟩. Equivalently,
a G-invariant mixed state is diagonalized by FG.

B. Efficient quantum circuit for the QFT over Z/2nZ

To use the Fourier transform over G as part of an efficient
quantum computation, we must implement it (approximately)
by a quantum circuit of size poly(log |G|). This can indeed be
done for any finite Abelian group (Barenco et al., 1996; Cleve,
1994; Coppersmith, 1994; Hales and Hallgren, 2000; Kitaev,
1995; Shor, 1997). In this section we explain a construction
for the case of the group Z/2nZ, following the presentation of
Cleve et al. (1998).
Transforming from the basis of states {|x⟩ : x ∈ G} to the

basis {|ψ⟩ : ψ ∈ Ĝ}, the matrix representation of the Fourier
transformation over Z/NZ is

FZ/NZ =
1√
N

⎛

⎜⎜⎜⎜⎜
⎝

1 1 1 · · · 1
1 ωN ω2N · · · ωN−1N
1 ω2N ω4N · · · ω2N−2N
...

...
...

. . .
...

1 ωN−1N ω2N−2N · · · ω(N−1)(N−1)
N

⎞

⎟⎟⎟⎟⎟
⎠

. (12)

More succinctly,

FZ/NZ =
1√
N ∑

x,y∈Z/NZ

ωxyN |y⟩⟨x|, (13)

where |y⟩ represents the basis state corresponding to the char-
acter ψy with ψy(x) = ωxyN . It is straightforward to ver-
ify that FZ/NZ is indeed a unitary transformation, i.e., that
FZ/NZF

†
Z/NZ = F†Z/NZFZ/NZ = 1.

Assume now that N = 2n, and let us represent the integer
x ∈ Z/NZ by n bits x0,x1, . . . ,xn−1 where x= ∑n−1j=0 2 jx j. The
Fourier transform of |x⟩ can then be written as the tensor prod-
uct of n qubits, since

FZ/2nZ|x⟩ =
1√
2n ∑

y∈{0,1}n
ω
x(∑n−1j=0 2

jy j)
2n |y0, . . . ,yn−1⟩ (14)

=
1√
2n

n−1
O

j=0
∑

y j∈{0,1}
e2πixy j/2n− j

|y j⟩ (15)

=
n−1
O

j=0

|0⟩+ e2πi∑
n−1
k=0 2

j+k−nxk |1⟩√
2

(16)

=:
n−1
O

j=0
|z j⟩. (17)

Now, because exp(2πi2sxk) = 1 for all integers s ≥ 0, we see
that the jth output qubit is

|z j⟩ =
1√
2
(|0⟩+ e2πi(2 j−nx0+2 j+1−nx1+···+2−1xn−1− j)|1⟩), (18)

and hence only depends on the n− j input bits x0, . . . ,xn−1− j.
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tum computation. Specifically, the fault-tolerant threshold
theorem states that as long as the noise level is below some
threshold (depending on the noise model and the architec-
ture of the quantum computer, but typically in the range of
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To describe a quantum circuit that implements the Fourier
transform, we define the single-qubit phase rotation

Rr :=
(
1 0
0 e2πi/2r

)
≃ !" #$%& '(Rr (19)

and the two-qubit controlled rotation

Λ(Rr) :=

⎛

⎜⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e2πi/2r

⎞

⎟⎟
⎠ ≃

•
!" #$%& '(Rr

(20)

acting symmetrically on a and b ∈ {0,1} as Λ(Rr)|a,b⟩ =
e2πiab/2r |a,b⟩. The circuit shown in Figure 1 uses

(n
2
)
of these

gates together with n Hadamard gates to exactly implement
the quantum Fourier transform over Z/2nZ.
In this circuit, there are many rotations by small angles that

do not significantly affect the final result. By simply omit-
ting the gates Λ(Rr) with r = Ω(logn), we obtain a circuit of
size O(n logn) (instead of O(n2) for the original circuit) that
implements the QFT with precision 1/poly(n) (Coppersmith,
1994).

C. Phase estimation and the QFT over any finite Abelian group

Aside from being directly applicable to quantum algo-
rithms, such as Shor’s algorithm, the QFT over Z/2nZ pro-
vides a useful quantum computing primitive called phase es-
timation (Cleve et al., 1998; Kitaev, 1995). In the phase es-
timation problem, we are given a unitary operator U (either
as an explicit circuit, or as a black box that lets us apply a
controlled-Ux operation for integer values of x). We are also
given a state |φ⟩ that is promised to be an eigenvector of U ,
namely U |φ⟩ = eiφ|φ⟩ for some φ ∈ R. The goal is to output
an estimate of φ to some desired precision. (Of course, we can
also apply the procedure to a general state |ψ⟩; by linearity, we
obtain each value φ with probability |⟨φ|ψ⟩|2.)
The procedure for phase estimation is straightforward:

Algorithm 1 (Phase estimation).
Input: Eigenstate |φ⟩ (with eigenvalue eiφ) of a given unitary
operator U.
Problem: Produce an n-bit estimate of φ.

1. Prepare the quantum computer in the state

1√
2n ∑

x∈Z/2nZ
|x⟩⊗ |φ⟩. (21)

2. Apply the unitary operator

∑
x∈Z/2nZ

|x⟩⟨x|⊗Ux, (22)

giving the state

1√
2n ∑

x∈Z/2nZ
eiφx|x⟩⊗ |φ⟩. (23)

3. Apply an inverse Fourier transform on the first register,
giving

1
2n ∑

x,y∈Z/2nZ
ω
x( 2

n
2π φ−y)

2n |y⟩⊗ |φ⟩. (24)

4. Measure the first register of the resulting state in the
computational basis.

If the binary expansion of φ/2π terminates after at most n
bits, then the result is guaranteed to be the binary expansion
of φ/2π. In general, we obtain a good approximation with
high probability (Cleve et al., 1998). (The relevant calcula-
tion appears in Section IV.D for the case where φ ∈ Q; that
same calculation works for any φ ∈ R.) The optimal way of
estimating the unknown phase is analyzed in (van Dam et al.,
2007), but the above method is sufficient for our purposes.
The complexity of Algorithm 1 can depend on the form

of the unitary operator U . If we are only given a black box
for the controlled-U gate, then there may be no better way
to implement the controlled-Ux operation than by perform-
ing a controlled-U gate x times, so that the running time is
Θ(2n) (i.e., approximately the inverse of the desired preci-
sion). On the other hand, if it is possible to implement Eq. (22)
in poly(n) time—say, using repeated squaring—then phase
estimation can be performed in poly(n) time.
One useful application of phase estimation is to implement

the QFT Eq. (13) over an arbitrary cyclic groupZ/NZ (Kitaev,
1995). The circuit presented in the previous section only
works when N is a power of two (or, with a slight generaliza-
tion, a power of some other fixed integer). But the following
simple technique can be used to realize FZ/NZ (approximately)
using phase estimation. (While this approach is conceptually
simple, it is possible to implement the QFT over a cyclic group
more efficiently; see Hales and Hallgren (2000).)
We would like to perform the transformation that maps

|x⟩ (→ |x̂⟩, where |x̂⟩ := FZ/NZ|x⟩ denotes a Fourier basis state.
By linearity, if the transformation acts correctly on a basis, it
acts correctly on all states. It is straightforward to perform
the transformation |x,0⟩ (→ |x, x̂⟩ (create a uniform superposi-
tion∑y∈Z/NZ |y⟩/

√
N in the second register and apply the con-

trolled phase shift |x,y⟩ (→ ωxyN |x,y⟩), but it remains to erase
the first register.
Consider the unitary operator P1 that adds 1 modulo N, i.e.,

P1|x⟩ = |x+ 1⟩ for any x ∈ Z/NZ. According to Eq. (11),
the eigenstates of this operator are precisely the Fourier ba-
sis states |x̂⟩, with eigenvalues ωxN . Thus, using phase esti-
mation on P1 (with n = O(logN) bits of precision), we can
approximate the transformation |x̂,0⟩ (→ |x̂,x⟩. Reversing this
operation, we can erase |x⟩, giving the desired QFT. Note that
we can perform Px1 in poly(logN) steps even when x is expo-
nentially large in logN, so the resulting procedure is indeed
efficient.
Given the Fourier transform over Z/NZ, it is straightfor-

ward to implement the QFT over an arbitrary finite Abelian
group using the decomposition of the group into cyclic fac-
tors, as discussed at the end of Section III.A.
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|x0⟩ · · · • · · · • · · · • H |zn−1⟩

|x1⟩ · · · • · · · • · · · H !" #$%& '(R2 |zn−2⟩
...

...
...

...

|xn−3⟩ • · · · • · · · · · · |z2⟩

|xn−2⟩ • · · · H !" #$%& '(R2 · · · !" #$%& '(Rn−2 !" #$%& '(Rn−1 · · · |z1⟩

|xn−1⟩ H !" #$%& '(R2 !" #$%& '(R3 · · · !" #$%& '(Rn−1 !" #$%& '(Rn · · · · · · |z0⟩

FIG. 1 An efficient (size O(n2)) quantum circuit for the quantum Fourier transform over Z/2nZ. Note that the order of the n output bits
z0, . . . ,zn−1 is reversed, as compared with the order of the n input bits x0, . . . ,xn−1.

If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
is often more convenient to define FFq in terms of the (abso-
lute) trace, the linear function Tr : Fq → Fp defined by

Tr(x) := x+ xp+ xp
2
+ · · ·+ xp

m−1
. (25)

One can show that the functions ψy : Fq → C defined by

ψy(x) = ωTr(xy)p (26)

for each y ∈ Fq form a complete set of additive characters of
Fq. Thus, the QFT over Fq can be written

FFq =
1
√q ∑

x,y∈Fq

ωTr(xy)p |y⟩⟨x|. (27)

This definition is preferred over other possible choices be-
cause it commutes with the permutation |z⟩ (→ |zp⟩ implement-
ing the Frobenius automorphism, and hence respects the mul-
tiplicative structure of Fq.

IV. ABELIAN HIDDEN SUBGROUP PROBLEM

A. Period finding over Z/NZ

Suppose we are given a function over the integers
0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
r

∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑

x∈Z/NZ

|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
the first register would be left in a superposition of those
x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form

√
r
N

N
r −1

∑
j=0

|s+ jr⟩ (31)

for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.

An efficient (size O(n2)) quantum circuit for the quantum Fourier transform over Z/2nZ 
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FIG. 1 An efficient (size O(n2)) quantum circuit for the quantum Fourier transform over Z/2nZ. Note that the order of the n output bits
z0, . . . ,zn−1 is reversed, as compared with the order of the n input bits x0, . . . ,xn−1.

If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
is often more convenient to define FFq in terms of the (abso-
lute) trace, the linear function Tr : Fq → Fp defined by

Tr(x) := x+ xp+ xp
2
+ · · ·+ xp

m−1
. (25)

One can show that the functions ψy : Fq → C defined by

ψy(x) = ωTr(xy)p (26)

for each y ∈ Fq form a complete set of additive characters of
Fq. Thus, the QFT over Fq can be written

FFq =
1
√q ∑

x,y∈Fq

ωTr(xy)p |y⟩⟨x|. (27)

This definition is preferred over other possible choices be-
cause it commutes with the permutation |z⟩ (→ |zp⟩ implement-
ing the Frobenius automorphism, and hence respects the mul-
tiplicative structure of Fq.

IV. ABELIAN HIDDEN SUBGROUP PROBLEM

A. Period finding over Z/NZ

Suppose we are given a function over the integers
0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
r

∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑

x∈Z/NZ

|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
the first register would be left in a superposition of those
x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form

√
r
N

N
r −1

∑
j=0

|s+ jr⟩ (31)

for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.
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If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
is often more convenient to define FFq in terms of the (abso-
lute) trace, the linear function Tr : Fq → Fp defined by

Tr(x) := x+ xp+ xp
2
+ · · ·+ xp

m−1
. (25)

One can show that the functions ψy : Fq → C defined by

ψy(x) = ωTr(xy)p (26)

for each y ∈ Fq form a complete set of additive characters of
Fq. Thus, the QFT over Fq can be written

FFq =
1
√q ∑
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ωTr(xy)p |y⟩⟨x|. (27)

This definition is preferred over other possible choices be-
cause it commutes with the permutation |z⟩ (→ |zp⟩ implement-
ing the Frobenius automorphism, and hence respects the mul-
tiplicative structure of Fq.
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Suppose we are given a function over the integers
0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
r

∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑
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|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
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x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form
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for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.

We can find the period r efficiently using  the HSP over the additive group Z/NZ. 
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If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
is often more convenient to define FFq in terms of the (abso-
lute) trace, the linear function Tr : Fq → Fp defined by

Tr(x) := x+ xp+ xp
2
+ · · ·+ xp

m−1
. (25)

One can show that the functions ψy : Fq → C defined by

ψy(x) = ωTr(xy)p (26)

for each y ∈ Fq form a complete set of additive characters of
Fq. Thus, the QFT over Fq can be written

FFq =
1
√q ∑

x,y∈Fq

ωTr(xy)p |y⟩⟨x|. (27)

This definition is preferred over other possible choices be-
cause it commutes with the permutation |z⟩ (→ |zp⟩ implement-
ing the Frobenius automorphism, and hence respects the mul-
tiplicative structure of Fq.

IV. ABELIAN HIDDEN SUBGROUP PROBLEM

A. Period finding over Z/NZ

Suppose we are given a function over the integers
0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
r

∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑

x∈Z/NZ

|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
the first register would be left in a superposition of those
x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form

√
r
N
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r −1

∑
j=0

|s+ jr⟩ (31)

for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.

We can find the period r efficiently using  the HSP over the additive group Z/NZ. 

Represent x ∈ Z/NZ uniquely as an integer x ∈ {0, . . . , N − 1}

The irreducible representations ψ : Z/NZ → C can be labeled by integers y ∈ {0,...,N −1}
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If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
is often more convenient to define FFq in terms of the (abso-
lute) trace, the linear function Tr : Fq → Fp defined by

Tr(x) := x+ xp+ xp
2
+ · · ·+ xp

m−1
. (25)

One can show that the functions ψy : Fq → C defined by

ψy(x) = ωTr(xy)p (26)

for each y ∈ Fq form a complete set of additive characters of
Fq. Thus, the QFT over Fq can be written

FFq =
1
√q ∑

x,y∈Fq

ωTr(xy)p |y⟩⟨x|. (27)

This definition is preferred over other possible choices be-
cause it commutes with the permutation |z⟩ (→ |zp⟩ implement-
ing the Frobenius automorphism, and hence respects the mul-
tiplicative structure of Fq.

IV. ABELIAN HIDDEN SUBGROUP PROBLEM

A. Period finding over Z/NZ

Suppose we are given a function over the integers
0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
r

∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑

x∈Z/NZ

|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
the first register would be left in a superposition of those
x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form

√
r
N

N
r −1

∑
j=0

|s+ jr⟩ (31)

for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.
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If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
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1
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for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using
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Problem: Determine r.
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If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
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Suppose we are given a function over the integers
0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
r

∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑

x∈Z/NZ

|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
the first register would be left in a superposition of those
x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form

√
r
N

N
r −1

∑
j=0

|s+ jr⟩ (31)

for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.



Period Finding Over Z/NZ - Algorithm

3. Measure the ancilla register. 

The first register will be in a superposition of those x consistent with the observed function value. 



Period Finding Over Z/NZ - Algorithm

3. Measure the ancilla register. 

The first register will be in a superposition of those x consistent with the observed function value. 

8

|x0⟩ · · · • · · · • · · · • H |zn−1⟩

|x1⟩ · · · • · · · • · · · H !" #$%& '(R2 |zn−2⟩
...

...
...

...

|xn−3⟩ • · · · • · · · · · · |z2⟩
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|xn−1⟩ H !" #$%& '(R2 !" #$%& '(R3 · · · !" #$%& '(Rn−1 !" #$%& '(Rn · · · · · · |z0⟩

FIG. 1 An efficient (size O(n2)) quantum circuit for the quantum Fourier transform over Z/2nZ. Note that the order of the n output bits
z0, . . . ,zn−1 is reversed, as compared with the order of the n input bits x0, . . . ,xn−1.

If gates can be performed in parallel, it is possible to per-
form the QFT much more quickly, using only O(loglogN)
time steps (Cleve and Watrous, 2000; Hales, 2002).

D. The QFT over a finite field

The elements of the finite field Fq, where q= pm is a power
of a prime number p, form an Abelian group under addition
(see Appendix A), and the QFT over this group has many ap-
plications. If q is prime, then Fq = Z/qZ, so the QFT over
Fq is straightforward. More generally, as an additive group,
Fq ∼= (Z/pZ)m, so in principle, the QFT over Fq could be de-
fined using an explicit isomorphism to (Z/pZ)m. However, it
is often more convenient to define FFq in terms of the (abso-
lute) trace, the linear function Tr : Fq → Fp defined by

Tr(x) := x+ xp+ xp
2
+ · · ·+ xp

m−1
. (25)

One can show that the functions ψy : Fq → C defined by

ψy(x) = ωTr(xy)p (26)

for each y ∈ Fq form a complete set of additive characters of
Fq. Thus, the QFT over Fq can be written

FFq =
1
√q ∑

x,y∈Fq

ωTr(xy)p |y⟩⟨x|. (27)

This definition is preferred over other possible choices be-
cause it commutes with the permutation |z⟩ (→ |zp⟩ implement-
ing the Frobenius automorphism, and hence respects the mul-
tiplicative structure of Fq.
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0,1, . . . ,N−1 that is periodic with period r. Further, suppose
that this function never takes the same value twice within the
fundamental period (i.e., it is injective within each period). In
other words, the function f : Z/NZ → S satisfies

f (x) = f (y) if and only if x− y
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∈ Z (28)

for all x,y ∈ Z/NZ. Notice that this can only be the case if r
divides N, so that f can have exactly N/r periods.
If we knowN, then we can find the period r efficiently using

the quantum Fourier transform over the additive group Z/NZ.
We represent each element x ∈ Z/NZ uniquely as an integer
x ∈ {0, . . . ,N− 1}. Similarly, the irreducible representations
ψ : Z/NZ → C can be labeled by integers y ∈ {0, . . . ,N−1},
namely with ψy(x) = e2πixy/N . The following algorithm solves
the period finding problem.

Algorithm 2 (Period finding over Z/NZ).
Input: A black box f : Z/NZ → S satisfying Eq. (28) for some
unknown r ∈ Z/NZ, where r divides N.
Problem: Determine r.

1. Create the uniform superposition

|Z/NZ⟩ =
1√
N ∑

x∈Z/NZ

|x⟩ (29)

of all elements of Z/NZ (recall the notation Eq. (3)).
For example, this can be done by applying the Fourier
transform over Z/NZ to the state |0⟩.

2. Query the function f in an ancilla register, giving

1√
N ∑

x∈Z/NZ

|x, f (x)⟩. (30)

3. At this point, if we were to measure the ancilla register,
the first register would be left in a superposition of those
x ∈ Z/NZ consistent with the observed function value.
By the periodicity of f , this state would be of the form

√
r
N

N
r −1

∑
j=0

|s+ jr⟩ (31)

for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
may simply discard the ancilla, giving a mixed quan-
tum state, or equivalently, a random pure state.
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for some unknown offset s ∈ {0, . . . ,r− 1} occurring
uniformly at random, corresponding to the uniformly
random observed function value f (s). Since we will
not use this function value, there is no need to explic-
itly measure the ancilla; ignoring the second register
results in the same statistical description. Thus, we
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for unknown offset s ∈ {0,...,r − 1} corresponding to the uniformly random observed function value f(s) 
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving
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a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving
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r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving

√
r
N ∑

y∈Z/NZ

N
r −1

∑
j=0

ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving
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ω(s+ jr)y
N |y⟩. (32)

By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals

1√
r

r−1

∑
k=0

ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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4. Apply the Fourier transform over Z/NZ, giving
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By the identity

M−1

∑
j=0

ω jy
M =M δ j,y mod M (33)

(applied with M = N/r, so ω jry
N = ω jy

M), only the values
y∈ {0,N/r,2N/r, . . . ,(r−1)N/r} experience construc-
tive interference, and Eq. (32) equals
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ωskr |kN/r⟩. (34)

5. Measure this state in the computational basis, giving
some integer multiple kN/r of N/r. Dividing this inte-
ger by N gives the fraction k/r, which, when reduced to
lowest terms, has r/gcd(r,k) as its denominator.

6. Repeating the above gives a second denominator
r/gcd(r,k′). If k and k′ are relatively prime, the
least common multiple of r/gcd(r,k) and r/gcd(r,k′)
is r. The probability of this happening is at least
∏p prime(1− 1

p2 ) = 6/π2 ≈ 0.61, so the algorithm suc-
ceeds with constant probability.

B. Computing discrete logarithms

Let C = ⟨g⟩ be a cyclic group generated by an element g,
with the group operation written multiplicatively. Given an
element x ∈C, the discrete logarithm of x in C with respect to
g, denoted logg x, is the smallest non-negative integer ℓ such
that gℓ = x. The discrete logarithm problem is the problem
of calculating logg x given g and x. (Notice that for additive
groups such asG= Z/pZ, the discrete log represents division:
logg x= x/g mod p.)

1. Discrete logarithms and cryptography

Classically, the discrete logarithm seems like a good candi-
date for a one-way function. We can efficiently compute gℓ,
even if ℓ is exponentially large (in log |C|), by repeated squar-
ing. But given x, it is not immediately clear how to compute
logg x without checking exponentially many possibilities.
The apparent hardness of the discrete logarithm problem

is the basis of the Diffie-Hellman key exchange protocol
(Diffie and Hellman, 1976), the earliest published public-key
cryptographic protocol. The goal of key exchange is for two
distant parties, Alice and Bob, to agree on a secret key using
only an insecure public channel. The Diffie-Hellman protocol
works as follows:

1. Alice and Bob publicly agree on a large prime p and
an integer g of high order. For simplicity, suppose they
choose a g for which ⟨g⟩ = (Z/pZ)× (i.e., a primitive
root modulo p). (In general, finding such a g might be
hard, but it can be done efficiently given certain restric-
tions on p.)

2a. Alice chooses some a ∈ Z/(p− 1)Z uniformly at ran-
dom. She computes A := ga mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b ∈ Z/(p− 1)Z uniformly at ran-
dom. He computes B := gb mod p and sends the result
to Alice (keeping b secret).

3a. Alice computes K := Ba = gab mod p.

3b. Bob computes K = Ab = gab mod p.

At the end of the protocol, Alice and Bob share a key K, and
an eavesdropper Eve has only seen p, g, A, and B.
The security of the Diffie-Hellman protocol relies on the

assumption that discrete log is hard. Clearly, if Eve can
compute discrete logarithms, she can recover a and b, and
hence the key. But it is widely believed that the discrete
logarithm problem is difficult for classical computers. The
best known algorithms for general groups, such as Pollard’s
rho algorithm and the baby-step giant-step algorithm, run in
time O(

√
|C|). For particular groups, it may be possible

to do better: for example, over (Z/pZ)× with p prime, the
number field sieve is conjectured to compute discrete loga-
rithms in time 2O((log p)1/3(loglog p)2/3) (Gordon, 1993) (whereas
the best known rigorously analyzed algorithms run in time
2O(

√
log p loglog p) (Pomerance, 1987)); but this is still super-

polynomial in log p. It is suspected that breaking the Diffie-
Hellman protocol is essentially as hard as computing the dis-
crete logarithm.6
This protocol by itself only provides a means of exchanging

a secret key, not of sending private messages. However, Alice
and Bob can subsequently use their shared key in a symmetric
encryption protocol to communicate securely. The ideas be-
hind the Diffie-Hellman protocol can also be used to directly
create public-key cryptosystems (similar in spirit to the widely
used RSA cryptosystem), such as the ElGamal protocol; see
for example (Buchmann, 2004; Menezes et al., 1996).

2. Shor’s algorithm for discrete log

Although the problem appears to be difficult for classical
computers, quantum computers can calculate discrete loga-
rithms efficiently. Recall that we are given some element x of
a cyclic group C = ⟨g⟩ and we would like to calculate logg x,
the smallest non-negative integer ℓ such that gℓ = x.

6 It is nevertheless an open question whether, given the ability to break the
protocol, Eve can calculate discrete logarithms. Some partial results on this
question are known (den Boer, 1990; Maurer and Wolf, 1999).
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day at a clock rate of 10 MHz. This is clearly beyond current
technology, but does not seem unrealistic as a long-term goal.
Shor’s approach to integer factorisation is based on reducing

the task to a special case of a mathematical problem known as the
hidden subgroup problem (HSP),15,16 then giving an efficient
quantum algorithm for this problem. The HSP is parametrised by a
group G, and Shor’s algorithm solves the case G=ℤ. Efficient
solutions to the HSP for other groups G turn out to imply efficient
algorithms to break other cryptosystems; we summarise some
important cases of the HSP and some of their corresponding
cryptosystems in Table 2. Two particularly interesting cases of the
HSP for which polynomial-time quantum algorithms are not
currently known are the dihedral and symmetric groups. A
polynomial-time quantum algorithm for the former case would
give an efficient algorithm for finding shortest vectors in lattices;17

an efficient quantum algorithm for the latter case would give an
efficient test for isomorphism of graphs (equivalence under
relabelling of vertices).

SEARCH AND OPTIMISATION
One of the most basic problems in computer science is
unstructured search. This problem can be formalised as follows:

Unstructured search problem: Given the ability to evaluate a
function f:{0, 1}n→ {0, 1}, find x such that f(x) = 1, if such an x exists;
otherwise, output ‘not found’.

It is easy to see that, with no prior information about f, any
classical algorithm, which solves the unstructured search problem
with certainty must evaluate f N= 2n times in the worst case. Even
if we seek a randomised algorithm which succeeds, say, with
probability 1/2 in the worst case, then the number of evaluations
required is of order N. However, remarkably, there is a quantum
algorithm due to Grover,18 which solves this problem using
Oð

ffiffiffiffi
N

p
Þ evaluations of f in the worst case (Grover’s original

algorithm solved the special case where the solution is unique; the
extension to multiple solutions came slightly later.19). The
algorithm is bounded error; that is, it fails with probability ϵ, for
arbitrarily small (but fixed) ϵ40. Although f may have some kind
of internal structure, Grover’s algorithm does not use this at all; we
say that f is used as an oracle or black box in the algorithm.
Grover’s algorithm can immediately be applied to any problem

in the complexity class NP. This class encapsulates decision
problems whose solutions can be checked efficiently, in the
following sense: there exists an efficient classical checking
algorithm A such that, for any instance of the problem where
the answer should be ‘yes’, there is a certificate that can be input
to A such that A accepts the certificate. In other words, a
certificate is a proof that the answer is ‘yes’, which can be checked
by A. On the other hand, for any instance where the answer
should be ‘no’, there should be no certificate that can make A

accept it. The class NP encompasses many important problems
involving optimisation and constraint satisfaction.
Given a problem in NP that has a certificate of length m, by

applying Grover’s algorithm to A and searching over all possible
certificates, we obtain an algorithm which uses time O(2m/2poly
(m)), rather than the O(2mpoly(m)) used by classical exhaustive
search over all certificates. This (nearly) quadratic speedup is less
marked than the super-polynomial speedup achieved by Shor’s
algorithm, but can still be rather substantial. Indeed, if the
quantum computer runs at approximately the same clock speed
as the classical computer, then this implies that problem instances
of approximately twice the size can be solved in a comparable
amount of time.
As a prototypical example of this, consider the fundamental

NP-complete circuit satisfiability problem (Circuit SAT), which is
illustrated in Figure 1. An instance of this problem is a description
of an electronic circuit comprising AND, OR and NOT gates which
takes n bits as input and produces 1 bit of output. The task is to
determine whether there exists an input to the circuit such that
the output is 1. Algorithms for Circuit SAT can be used to solve a
plethora of problems related to electronic circuits; examples
include design automation, circuit equivalence and model
checking.20 The best classical algorithms known for Circuit SAT
run in worst-case time of order 2n for n input variables, i.e., not
significantly faster than exhaustive search.21 By applying Grover’s
algorithm to the function f(x) which evaluates the circuit on input
x∈ {0, 1}n, we immediately obtain a runtime of O(2n/2poly(n)),
where the poly(n) comes from the time taken to evaluate the
circuit on a given input.

Amplitude amplification
Grover’s algorithm speeds up the naive classical algorithm for
unstructured search. Quantum algorithms can also accelerate
more complicated classical algorithms.

Heuristic search problem: Given the ability to execute a probabilistic
‘guessing’ algorithm A, and a ‘checking’ function f, such that

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ ε;
output w such that f(w) = 1.

One way to solve the heuristic search problem classically is
simply to repeatedly run A and check the output each time using
f, which would result in an average of O(1/ϵ) evaluations of f.
However, a quantum algorithm due to Brassard, Høyer, Mosca and
Tapp22 can find w such that f(w) = 1 with only Oð1=

ffiffi
ε

p
Þ uses of f,

and failure probability arbitrarily close to 0, thus achieving a
quadratic speedup. This algorithm is known as amplitude
amplification, by analogy with classical probability amplification.
The unstructured search problem discussed above fits into this

framework, by simply taking A to be the algorithm, which outputs
a uniformly random n-bit string. Further, if there are k inputs

Table 1. Some computational complexity classes of importance in quantum computation

Class Informal definition

P Can be solved by a deterministic classical computer in polynomial time
BPP Can be solved by a probabilistic classical computer in polynomial time
BQP Can be solved by a quantum computer in polynomial time
NP Solution can be checked by a deterministic classical computer in polynomial time
QMA Solution can be checked by a quantum computer in polynomial time

Abbreviation: QMA, Quantum Merlin–Arthur.
‘Polynomial time’ is short for ‘in time polynomial in the input size’.

Quantum algorithms
A Montanaro
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Shor’s approach to integer factorisation is based on reducing

the task to a special case of a mathematical problem known as the
hidden subgroup problem (HSP),15,16 then giving an efficient
quantum algorithm for this problem. The HSP is parametrised by a
group G, and Shor’s algorithm solves the case G=ℤ. Efficient
solutions to the HSP for other groups G turn out to imply efficient
algorithms to break other cryptosystems; we summarise some
important cases of the HSP and some of their corresponding
cryptosystems in Table 2. Two particularly interesting cases of the
HSP for which polynomial-time quantum algorithms are not
currently known are the dihedral and symmetric groups. A
polynomial-time quantum algorithm for the former case would
give an efficient algorithm for finding shortest vectors in lattices;17

an efficient quantum algorithm for the latter case would give an
efficient test for isomorphism of graphs (equivalence under
relabelling of vertices).

SEARCH AND OPTIMISATION
One of the most basic problems in computer science is
unstructured search. This problem can be formalised as follows:

Unstructured search problem: Given the ability to evaluate a
function f:{0, 1}n→ {0, 1}, find x such that f(x) = 1, if such an x exists;
otherwise, output ‘not found’.

It is easy to see that, with no prior information about f, any
classical algorithm, which solves the unstructured search problem
with certainty must evaluate f N= 2n times in the worst case. Even
if we seek a randomised algorithm which succeeds, say, with
probability 1/2 in the worst case, then the number of evaluations
required is of order N. However, remarkably, there is a quantum
algorithm due to Grover,18 which solves this problem using
Oð

ffiffiffiffi
N

p
Þ evaluations of f in the worst case (Grover’s original

algorithm solved the special case where the solution is unique; the
extension to multiple solutions came slightly later.19). The
algorithm is bounded error; that is, it fails with probability ϵ, for
arbitrarily small (but fixed) ϵ40. Although f may have some kind
of internal structure, Grover’s algorithm does not use this at all; we
say that f is used as an oracle or black box in the algorithm.
Grover’s algorithm can immediately be applied to any problem

in the complexity class NP. This class encapsulates decision
problems whose solutions can be checked efficiently, in the
following sense: there exists an efficient classical checking
algorithm A such that, for any instance of the problem where
the answer should be ‘yes’, there is a certificate that can be input
to A such that A accepts the certificate. In other words, a
certificate is a proof that the answer is ‘yes’, which can be checked
by A. On the other hand, for any instance where the answer
should be ‘no’, there should be no certificate that can make A

accept it. The class NP encompasses many important problems
involving optimisation and constraint satisfaction.
Given a problem in NP that has a certificate of length m, by

applying Grover’s algorithm to A and searching over all possible
certificates, we obtain an algorithm which uses time O(2m/2poly
(m)), rather than the O(2mpoly(m)) used by classical exhaustive
search over all certificates. This (nearly) quadratic speedup is less
marked than the super-polynomial speedup achieved by Shor’s
algorithm, but can still be rather substantial. Indeed, if the
quantum computer runs at approximately the same clock speed
as the classical computer, then this implies that problem instances
of approximately twice the size can be solved in a comparable
amount of time.
As a prototypical example of this, consider the fundamental

NP-complete circuit satisfiability problem (Circuit SAT), which is
illustrated in Figure 1. An instance of this problem is a description
of an electronic circuit comprising AND, OR and NOT gates which
takes n bits as input and produces 1 bit of output. The task is to
determine whether there exists an input to the circuit such that
the output is 1. Algorithms for Circuit SAT can be used to solve a
plethora of problems related to electronic circuits; examples
include design automation, circuit equivalence and model
checking.20 The best classical algorithms known for Circuit SAT
run in worst-case time of order 2n for n input variables, i.e., not
significantly faster than exhaustive search.21 By applying Grover’s
algorithm to the function f(x) which evaluates the circuit on input
x∈ {0, 1}n, we immediately obtain a runtime of O(2n/2poly(n)),
where the poly(n) comes from the time taken to evaluate the
circuit on a given input.

Amplitude amplification
Grover’s algorithm speeds up the naive classical algorithm for
unstructured search. Quantum algorithms can also accelerate
more complicated classical algorithms.

Heuristic search problem: Given the ability to execute a probabilistic
‘guessing’ algorithm A, and a ‘checking’ function f, such that

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ ε;
output w such that f(w) = 1.

One way to solve the heuristic search problem classically is
simply to repeatedly run A and check the output each time using
f, which would result in an average of O(1/ϵ) evaluations of f.
However, a quantum algorithm due to Brassard, Høyer, Mosca and
Tapp22 can find w such that f(w) = 1 with only Oð1=

ffiffi
ε

p
Þ uses of f,

and failure probability arbitrarily close to 0, thus achieving a
quadratic speedup. This algorithm is known as amplitude
amplification, by analogy with classical probability amplification.
The unstructured search problem discussed above fits into this

framework, by simply taking A to be the algorithm, which outputs
a uniformly random n-bit string. Further, if there are k inputs

Table 1. Some computational complexity classes of importance in quantum computation

Class Informal definition

P Can be solved by a deterministic classical computer in polynomial time
BPP Can be solved by a probabilistic classical computer in polynomial time
BQP Can be solved by a quantum computer in polynomial time
NP Solution can be checked by a deterministic classical computer in polynomial time
QMA Solution can be checked by a quantum computer in polynomial time

Abbreviation: QMA, Quantum Merlin–Arthur.
‘Polynomial time’ is short for ‘in time polynomial in the input size’.
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if we seek a randomised algorithm which succeeds, say, with
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algorithm solved the special case where the solution is unique; the
extension to multiple solutions came slightly later.19). The
algorithm is bounded error; that is, it fails with probability ϵ, for
arbitrarily small (but fixed) ϵ40. Although f may have some kind
of internal structure, Grover’s algorithm does not use this at all; we
say that f is used as an oracle or black box in the algorithm.
Grover’s algorithm can immediately be applied to any problem

in the complexity class NP. This class encapsulates decision
problems whose solutions can be checked efficiently, in the
following sense: there exists an efficient classical checking
algorithm A such that, for any instance of the problem where
the answer should be ‘yes’, there is a certificate that can be input
to A such that A accepts the certificate. In other words, a
certificate is a proof that the answer is ‘yes’, which can be checked
by A. On the other hand, for any instance where the answer
should be ‘no’, there should be no certificate that can make A

accept it. The class NP encompasses many important problems
involving optimisation and constraint satisfaction.
Given a problem in NP that has a certificate of length m, by

applying Grover’s algorithm to A and searching over all possible
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(m)), rather than the O(2mpoly(m)) used by classical exhaustive
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marked than the super-polynomial speedup achieved by Shor’s
algorithm, but can still be rather substantial. Indeed, if the
quantum computer runs at approximately the same clock speed
as the classical computer, then this implies that problem instances
of approximately twice the size can be solved in a comparable
amount of time.
As a prototypical example of this, consider the fundamental

NP-complete circuit satisfiability problem (Circuit SAT), which is
illustrated in Figure 1. An instance of this problem is a description
of an electronic circuit comprising AND, OR and NOT gates which
takes n bits as input and produces 1 bit of output. The task is to
determine whether there exists an input to the circuit such that
the output is 1. Algorithms for Circuit SAT can be used to solve a
plethora of problems related to electronic circuits; examples
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run in worst-case time of order 2n for n input variables, i.e., not
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x∈ {0, 1}n, we immediately obtain a runtime of O(2n/2poly(n)),
where the poly(n) comes from the time taken to evaluate the
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Amplitude amplification
Grover’s algorithm speeds up the naive classical algorithm for
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Pr½A outputs w such that f ðwÞ ¼ 1% ¼ ε;
output w such that f(w) = 1.

One way to solve the heuristic search problem classically is
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and failure probability arbitrarily close to 0, thus achieving a
quadratic speedup. This algorithm is known as amplitude
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a uniformly random n-bit string. Further, if there are k inputs
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probability 1/2 in the worst case, then the number of evaluations
required is of order N. However, remarkably, there is a quantum
algorithm due to Grover,18 which solves this problem using
Oð

ffiffiffiffi
N

p
Þ evaluations of f in the worst case (Grover’s original

algorithm solved the special case where the solution is unique; the
extension to multiple solutions came slightly later.19). The
algorithm is bounded error; that is, it fails with probability ϵ, for
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algorithm A such that, for any instance of the problem where
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where the poly(n) comes from the time taken to evaluate the
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‘guessing’ algorithm A, and a ‘checking’ function f, such that
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day at a clock rate of 10 MHz. This is clearly beyond current
technology, but does not seem unrealistic as a long-term goal.
Shor’s approach to integer factorisation is based on reducing

the task to a special case of a mathematical problem known as the
hidden subgroup problem (HSP),15,16 then giving an efficient
quantum algorithm for this problem. The HSP is parametrised by a
group G, and Shor’s algorithm solves the case G=ℤ. Efficient
solutions to the HSP for other groups G turn out to imply efficient
algorithms to break other cryptosystems; we summarise some
important cases of the HSP and some of their corresponding
cryptosystems in Table 2. Two particularly interesting cases of the
HSP for which polynomial-time quantum algorithms are not
currently known are the dihedral and symmetric groups. A
polynomial-time quantum algorithm for the former case would
give an efficient algorithm for finding shortest vectors in lattices;17

an efficient quantum algorithm for the latter case would give an
efficient test for isomorphism of graphs (equivalence under
relabelling of vertices).

SEARCH AND OPTIMISATION
One of the most basic problems in computer science is
unstructured search. This problem can be formalised as follows:

Unstructured search problem: Given the ability to evaluate a
function f:{0, 1}n→ {0, 1}, find x such that f(x) = 1, if such an x exists;
otherwise, output ‘not found’.

It is easy to see that, with no prior information about f, any
classical algorithm, which solves the unstructured search problem
with certainty must evaluate f N= 2n times in the worst case. Even
if we seek a randomised algorithm which succeeds, say, with
probability 1/2 in the worst case, then the number of evaluations
required is of order N. However, remarkably, there is a quantum
algorithm due to Grover,18 which solves this problem using
Oð

ffiffiffiffi
N

p
Þ evaluations of f in the worst case (Grover’s original

algorithm solved the special case where the solution is unique; the
extension to multiple solutions came slightly later.19). The
algorithm is bounded error; that is, it fails with probability ϵ, for
arbitrarily small (but fixed) ϵ40. Although f may have some kind
of internal structure, Grover’s algorithm does not use this at all; we
say that f is used as an oracle or black box in the algorithm.
Grover’s algorithm can immediately be applied to any problem

in the complexity class NP. This class encapsulates decision
problems whose solutions can be checked efficiently, in the
following sense: there exists an efficient classical checking
algorithm A such that, for any instance of the problem where
the answer should be ‘yes’, there is a certificate that can be input
to A such that A accepts the certificate. In other words, a
certificate is a proof that the answer is ‘yes’, which can be checked
by A. On the other hand, for any instance where the answer
should be ‘no’, there should be no certificate that can make A

accept it. The class NP encompasses many important problems
involving optimisation and constraint satisfaction.
Given a problem in NP that has a certificate of length m, by

applying Grover’s algorithm to A and searching over all possible
certificates, we obtain an algorithm which uses time O(2m/2poly
(m)), rather than the O(2mpoly(m)) used by classical exhaustive
search over all certificates. This (nearly) quadratic speedup is less
marked than the super-polynomial speedup achieved by Shor’s
algorithm, but can still be rather substantial. Indeed, if the
quantum computer runs at approximately the same clock speed
as the classical computer, then this implies that problem instances
of approximately twice the size can be solved in a comparable
amount of time.
As a prototypical example of this, consider the fundamental

NP-complete circuit satisfiability problem (Circuit SAT), which is
illustrated in Figure 1. An instance of this problem is a description
of an electronic circuit comprising AND, OR and NOT gates which
takes n bits as input and produces 1 bit of output. The task is to
determine whether there exists an input to the circuit such that
the output is 1. Algorithms for Circuit SAT can be used to solve a
plethora of problems related to electronic circuits; examples
include design automation, circuit equivalence and model
checking.20 The best classical algorithms known for Circuit SAT
run in worst-case time of order 2n for n input variables, i.e., not
significantly faster than exhaustive search.21 By applying Grover’s
algorithm to the function f(x) which evaluates the circuit on input
x∈ {0, 1}n, we immediately obtain a runtime of O(2n/2poly(n)),
where the poly(n) comes from the time taken to evaluate the
circuit on a given input.

Amplitude amplification
Grover’s algorithm speeds up the naive classical algorithm for
unstructured search. Quantum algorithms can also accelerate
more complicated classical algorithms.

Heuristic search problem: Given the ability to execute a probabilistic
‘guessing’ algorithm A, and a ‘checking’ function f, such that

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ ε;
output w such that f(w) = 1.

One way to solve the heuristic search problem classically is
simply to repeatedly run A and check the output each time using
f, which would result in an average of O(1/ϵ) evaluations of f.
However, a quantum algorithm due to Brassard, Høyer, Mosca and
Tapp22 can find w such that f(w) = 1 with only Oð1=

ffiffi
ε

p
Þ uses of f,

and failure probability arbitrarily close to 0, thus achieving a
quadratic speedup. This algorithm is known as amplitude
amplification, by analogy with classical probability amplification.
The unstructured search problem discussed above fits into this

framework, by simply taking A to be the algorithm, which outputs
a uniformly random n-bit string. Further, if there are k inputs

Table 1. Some computational complexity classes of importance in quantum computation

Class Informal definition

P Can be solved by a deterministic classical computer in polynomial time
BPP Can be solved by a probabilistic classical computer in polynomial time
BQP Can be solved by a quantum computer in polynomial time
NP Solution can be checked by a deterministic classical computer in polynomial time
QMA Solution can be checked by a quantum computer in polynomial time

Abbreviation: QMA, Quantum Merlin–Arthur.
‘Polynomial time’ is short for ‘in time polynomial in the input size’.
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the task to a special case of a mathematical problem known as the
hidden subgroup problem (HSP),15,16 then giving an efficient
quantum algorithm for this problem. The HSP is parametrised by a
group G, and Shor’s algorithm solves the case G=ℤ. Efficient
solutions to the HSP for other groups G turn out to imply efficient
algorithms to break other cryptosystems; we summarise some
important cases of the HSP and some of their corresponding
cryptosystems in Table 2. Two particularly interesting cases of the
HSP for which polynomial-time quantum algorithms are not
currently known are the dihedral and symmetric groups. A
polynomial-time quantum algorithm for the former case would
give an efficient algorithm for finding shortest vectors in lattices;17

an efficient quantum algorithm for the latter case would give an
efficient test for isomorphism of graphs (equivalence under
relabelling of vertices).

SEARCH AND OPTIMISATION
One of the most basic problems in computer science is
unstructured search. This problem can be formalised as follows:

Unstructured search problem: Given the ability to evaluate a
function f:{0, 1}n→ {0, 1}, find x such that f(x) = 1, if such an x exists;
otherwise, output ‘not found’.

It is easy to see that, with no prior information about f, any
classical algorithm, which solves the unstructured search problem
with certainty must evaluate f N= 2n times in the worst case. Even
if we seek a randomised algorithm which succeeds, say, with
probability 1/2 in the worst case, then the number of evaluations
required is of order N. However, remarkably, there is a quantum
algorithm due to Grover,18 which solves this problem using
Oð
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algorithm solved the special case where the solution is unique; the
extension to multiple solutions came slightly later.19). The
algorithm is bounded error; that is, it fails with probability ϵ, for
arbitrarily small (but fixed) ϵ40. Although f may have some kind
of internal structure, Grover’s algorithm does not use this at all; we
say that f is used as an oracle or black box in the algorithm.
Grover’s algorithm can immediately be applied to any problem

in the complexity class NP. This class encapsulates decision
problems whose solutions can be checked efficiently, in the
following sense: there exists an efficient classical checking
algorithm A such that, for any instance of the problem where
the answer should be ‘yes’, there is a certificate that can be input
to A such that A accepts the certificate. In other words, a
certificate is a proof that the answer is ‘yes’, which can be checked
by A. On the other hand, for any instance where the answer
should be ‘no’, there should be no certificate that can make A

accept it. The class NP encompasses many important problems
involving optimisation and constraint satisfaction.
Given a problem in NP that has a certificate of length m, by

applying Grover’s algorithm to A and searching over all possible
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(m)), rather than the O(2mpoly(m)) used by classical exhaustive
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as the classical computer, then this implies that problem instances
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NP-complete circuit satisfiability problem (Circuit SAT), which is
illustrated in Figure 1. An instance of this problem is a description
of an electronic circuit comprising AND, OR and NOT gates which
takes n bits as input and produces 1 bit of output. The task is to
determine whether there exists an input to the circuit such that
the output is 1. Algorithms for Circuit SAT can be used to solve a
plethora of problems related to electronic circuits; examples
include design automation, circuit equivalence and model
checking.20 The best classical algorithms known for Circuit SAT
run in worst-case time of order 2n for n input variables, i.e., not
significantly faster than exhaustive search.21 By applying Grover’s
algorithm to the function f(x) which evaluates the circuit on input
x∈ {0, 1}n, we immediately obtain a runtime of O(2n/2poly(n)),
where the poly(n) comes from the time taken to evaluate the
circuit on a given input.

Amplitude amplification
Grover’s algorithm speeds up the naive classical algorithm for
unstructured search. Quantum algorithms can also accelerate
more complicated classical algorithms.

Heuristic search problem: Given the ability to execute a probabilistic
‘guessing’ algorithm A, and a ‘checking’ function f, such that

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ ε;
output w such that f(w) = 1.

One way to solve the heuristic search problem classically is
simply to repeatedly run A and check the output each time using
f, which would result in an average of O(1/ϵ) evaluations of f.
However, a quantum algorithm due to Brassard, Høyer, Mosca and
Tapp22 can find w such that f(w) = 1 with only Oð1=

ffiffi
ε
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Þ uses of f,

and failure probability arbitrarily close to 0, thus achieving a
quadratic speedup. This algorithm is known as amplitude
amplification, by analogy with classical probability amplification.
The unstructured search problem discussed above fits into this

framework, by simply taking A to be the algorithm, which outputs
a uniformly random n-bit string. Further, if there are k inputs
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P Can be solved by a deterministic classical computer in polynomial time
BPP Can be solved by a probabilistic classical computer in polynomial time
BQP Can be solved by a quantum computer in polynomial time
NP Solution can be checked by a deterministic classical computer in polynomial time
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Apply Grover to


w∈ {0, 1}n such that f(w) = 1, then

Pr½A outputs w such that f ðwÞ ¼ 1% ¼ k
N
;

so we can find a w such that f(w) = 1 with Oð
ffiffiffiffiffiffiffiffi
N=k

p
Þ queries to

f. However, we could imagine A being a more complicated
algorithm or heuristic targeted at a particular problem we would
like to solve. For example, one of the most efficient classical
algorithms known for the fundamental NP-complete constraint
satisfaction problem 3-SAT is randomised and runs in time
O((4/3)npoly(n)).23 Amplitude amplification can be applied to this
algorithm to obtain a quantum algorithm with runtime
O((4/3)n/2poly(n)), illustrating that quantum computers can
speedup non-trivial classical algorithms for NP-complete problems.
An interesting future direction for quantum algorithms is finding

accurate approximate solutions to optimisation problems. Recent
work of Farhi, Goldstone and Gutmann24 gave the first quantum
algorithm for a combinatorial task (simultaneously satisfying many
linear equations of a certain form) which outperformed the best
efficient classical algorithm known in terms of accuracy; in this
case, measured by the fraction of equations satisfied. This inspired
a more efficient classical algorithm for the same problem,25 leaving
the question open of whether quantum algorithms for optimisa-
tion problems can substantially outperform the accuracy of their
classical counterparts.

Applications of Grover’s algorithm and amplitude amplification
Grover’s algorithm and amplitude amplification are powerful
subroutines, which can be used as part of more complicated
quantum algorithms, allowing quantum speedups to be obtained
for many other problems. We list just a few of these speedups here.

1. Finding the minimum of an unsorted list of N integers
(equivalently, finding the minimum of an arbitrary and initially
unknown function f:{0,1}n-ℤ). A quantum algorithm due to
Dürr and Høyer26 solves this problem with Oð

ffiffiffiffi
N

p
Þ evaluations

of f, giving a quadratic speedup over classical algorithms. Their
algorithm is based on applying Grover’s algorithm to a function
g:{0, 1}n→ {0, 1} defined by g(x) = 1, if and only if f(x)oT for

some threshold T. This threshold is initially random, and then
updated as inputs x are found such that f(x) is below the
threshold.

2. Determining graph connectivity. To determine whether a graph
on N vertices is connected requires time of order N2 classically
in the worst case. Dürr, Heiligman, Høyer and Mhalla27 give a
quantum algorithm which solves this problem in time O(N3/2),
up to logarithmic factors, as well as efficient algorithms for
some other graph-theoretic problems (strong connectivity,
minimum spanning tree, shortest paths).

3. Pattern matching, a fundamental problem in text processing
and bioinformatics. Here the task is to find a given pattern P of
length M within a text T of length N, where the pattern and the
text are strings over some alphabet. Ramesh and Vinay have
given a quantum algorithm28 which solves this problem in time
Oð

ffiffiffiffi
N

p
þ

ffiffiffiffi
M

p
Þ, up to logarithmic factors, as compared with the

best possible classical complexity O(N+M). These are both
worst-case time bounds, but one could also consider an
average-case setting where the text and pattern are both
picked at random. Here the quantum speedup is more
pronounced: there is a quantum algorithm which combines
amplitude amplification with ideas from the dihedral hidden

subgroup problem and runs in time Oð
ffiffiffiffiffiffiffiffiffiffi
N=M

p
2Oð

ffiffiffiffiffiffiffiffi
logM

p
ÞÞ up to

logarithmic factors, as compared with the best possible
classical runtime OðN=Mþ

ffiffiffiffi
N

p
Þ.29 This is a super-polynomial

speedup when M is large.

Adiabatic optimisation
An alternative approach to quantum combinatorial optimisation is
provided by the quantum adiabatic algorithm.30 The adiabatic
algorithm can be applied to any constraint satisfaction problem
(CSP) where we are given a sequence of constraints applied to
some input bits, and are asked to output an assignment to the
input bits, which maximises the number of satisfied constraints.
Many such problems are NP-complete and of significant practical
interest. The basic idea behind the algorithm is physically
motivated, and based around a correspondence between CSPs
and physical systems. We start with a quantum state that is the
uniform superposition over all possible solutions to the CSP. This is
the ground (lowest energy) state of a Hamiltonian that can be
prepared easily. This Hamiltonian is then gradually modified to
give a new Hamiltonian whose ground state encodes the solution
maximising the number of satisfied constraints. The quantum
adiabatic theorem guarantees that if this process is carried out
slowly enough, the system will remain in its ground-state
throughout; in particular, the final state gives an optimal solution
to the CSP. The key phrase here is ‘slowly enough’; for some
instances of CSPs on n bits, the time required for this evolution
might be exponential in n.
Unlike the algorithms described in the rest of this survey, the

adiabatic algorithm lacks general, rigorous worst-case upper

AND

OR

NOT AND

Figure 1. An instance of the Circuit SAT problem. The answer should
be ‘yes’ as there exists an input to the circuit such that the
output is 1.

Table 2. Some problems which can be expressed as hidden subgroup problems

Problem Group Complexity Cryptosystem

Factorisation ℤ Polynomial11 RSA
Discrete log ℤp- 1 ´ℤp - 1 Polynomial11 Diffie-Hellman, DSA,y
Elliptic curve discrete log Elliptic curve Polynomial92 ECDH, ECDSA,y
Principal ideal ℝ Polynomial93 Buchmann-Williams
Shortest lattice vector Dihedral group Subexponential94,95 NTRU, Ajtai-Dwork,y
Graph isomorphism Symmetric group Exponential —

The table lists the time complexity of the best quantum algorithms known for the HSPs and the cryptosystems that are (or would be) broken by polynomial-
time algorithms.
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Abstract. In August 2015 the cryptographic world was shaken by a sudden and surprising
announcement by the US National Security Agency (NSA) concerning plans to transition
to post-quantum algorithms. Since this announcement post-quantum cryptography has be-
come a topic of primary interest for several standardization bodies. The transition from
the currently deployed public-key algorithms to post-quantum algorithms has been found
to be challenging in many aspects. In particular the problem of evaluating the quantum-bit
security of such post-quantum cryptosystems remains vastly open. Of course this question
is of primarily concern in the process of standardizing the post-quantum cryptosystems.
In this paper we consider the quantum security of the problem of solving a system of m
Boolean multivariate quadratic equations in n variables (MQ2); a central problem in post-
quantum cryptography. When n = m, under a natural algebraic assumption, we present
a Las-Vegas quantum algorithm solving MQ2 that requires the evaluation of, on average,
O(20.462n) quantum gates. To our knowledge this is the fastest algorithm for solving MQ2.

Keywords: Multivariate Quadratic Equations, Quantum Computation, Quantum Com-
plexity

1 Introduction

The goal of this paper is to study the complexity of solving systems of Boolean multivariate
quadratic equations (MQ2) in the quantum setting. This classical NP-hard problem [22] is stated as
follows:

MQ2
Input. f1(x1, . . . , xn), . . . , fm(x1, . . . , xn) ∈ F2[x1, . . . , xn].
Goal. Find – if any – a vector (z1, . . . , zn) ∈ Fn

2 such that:

f1(z1, . . . , zn) = 0, . . . , fm(z1, . . . , zn) = 0.

MQ2 is a fundamental problem with many applications in cryptography, coding theory and beyond.
Typically, the security of multivariate schemes is directly related to the hardness of MQ2, e.g.
[20,27,9,5,16,17]. MQ2 is then central to evaluating the security of such multivariate cryptosystems.
Besides multivariate cryptography, the security of a wide variety of cryptosystems is related to MQ2,
via algebraic cryptanalysis [30]. This includes post-quantum cryptosystems [6] such as code-based
cryptography [19,18], lattice-based cryptography [2,1], . . .

combine Grover’s technique with a Grobner basis-based algorithm 

perform an exhaustive search on P to recover, with high probability, the zeroes F . This leads to
an algorithm for solving MQ2 with complexity

O∗(20.8765n
)

.

The notation O∗ omits polynomial factors.

Hybrid approaches. To date, the best methods for solving MQ2 are based on Gröbner bases [13,12].
More precisely, the fastest methods are hybrid techniques which combine exhaustive search and
Gröbner bases algorithms [8,7,3]. BooleanSolve, an algorithm originally presented in [3], falls
into this category and is the asymptotically fastest approach to solving MQ2(Section 2.1). When
m = n, the deterministic variant of BooleanSolve has complexity bounded by O(20.841n), while
a Las-Vegas variant has expected complexity

O(20.792n).

We emphasize that all stated complexities for BooleanSolve are obtained under the assumption
of a natural algebraic hypothesis on the input system. In contrast, the complexities of [10,28] do
not rely on any such assumption.

Quantum Setting. The hardness of MQq has been directly considered in [31], and somewhat
indirectly in [16].

Quantum exhaustive search. In [31], the authors proposed simple quantum algorithms for solving
MQ2. The principle is to perform a fast exhaustive search by using Grover’s algorithm. The authors
derive precise resource estimates for their algorithms, demonstrating that we can solvem−1 binary
quadratic equations in n− 1 binary variables using O(m+ n) qubits and requiring the evaluation
of O

(

mn22n/2
)

quantum gates. The authors also describe a variant using O
(

n+ log2(m)
)

qubits
but with twice as many quantum gates required, when compared to the first approach. In essence,
this work constructs a quantum oracle to be used along with amplitude amplification performed
by Grover’s algorithm. The oracle is fairly simple and takes advantage of the structure of the MQ2
problem, developing a straightforward way to evaluate a system of equations on a superposition
of all possible boolean variable assignments. Then, Grover’s algorithm is utilized to amplify those
inputs which satisfy all provided equations.

Quantum hybrid approach. The main goal of [16] is to construct a multivariate signature scheme
based on random instances of MQ2 and MQq (for field bigger than q > 2). However, in order to derive
secure parameters, the authors considered a quantum variant of the hybrid approach from [8,7]
using Grover’s algorithm. They used this approach to explicitly compute the quantum-bit security
of random instances of MQq for given parameters. However, the authors of [16] do not provide the
asymptotic complexity of their approach. In this paper, we provide such an asymptotic analysis and
build our quantum algorithm on top of BooleanSolve. It should be mentioned that BooleanSolve
is inspired, but different, from [8,7]. So, the quantum algorithm presented here is different from
the one sketched in [16].

1.2 Organization of the Paper and Main Results

Overview of the results. The main result of this paper is the fastest known quantum algorithm
algorithm for solving MQ2 (Section 3.1). More precisely:

Theorem 1 (summarized from Section 4). There is a quantum algorithm that solves MQ2 and
requires to

– evaluate O(20.47n) quantum gates for the deterministic variant,
– evaluate an expected number of O(20.462n) quantum gates for the probabilistic variant.
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Quantum Cyber Security is the �eld that studies all aspects af-
fecting the security and privacy of communications and compu-
tations caused by the development of quantum technologies.

Quantum technologies may have a negative e�ect to cyber secu-
rity, when viewed as a resource for adversaries, but can also have a
positive e�ect, when honest parties use these technologies to their
advantage. The research can, broadly speaking, be divided into three
categories that depend on who has access to quantum technologies
and how developed these technologies are (see Figure 1). In the
�rst category we ensure that currently possible tasks remain secure,
while in the other two categories we explore the new possibilities
that quantum technologies bring.
As is typical in cryptography, we �rst assume the worst-case

scenario in terms of resources, where the honest parties are fully
classical (no quantum abilities), while the adversaries have access to
any quantum technology (whether this technology exists currently
or not). In particular we assume that they have a large quantum
computer. Ensuring that, in this scenario, the security and privacy
guarantees of a classical protocol remain intact, is known as post-
quantum (or “quantum-safe”) security.
In the second category we allow honest parties to have access

to quantum technologies in order to achieve enhanced properties,
but we restrict this access to those quantum technologies that are
currently available (or that can be built in near-term). Requesting
this level of quantum abilities comes from the practical demand to
be able to construct now, small quantum devices/gadgets that imple-
ment the “quantum” steps of (the honest) protocols. The adversaries,
again, can use any quantum technology. In this category we focus
on achieving classical functionalities but we are able to enhance
the security or e�ciency of the protocols beyond what is possible
classically by using current sate-of-the-art quantum gadgets.
Finally, the third category looks further in the future and exam-

ines the security and privacy of protocols that are possible (are
enabled) by the existence of quantum computers. We assume that
there exist quantum computation devices that o�er advantage in
many useful applications compared with the best classical comput-
ers. At that time, there will be tasks that involve quantum computers
and communication and processing of quantum information, where
the parties involved want to maintain the privacy of their data and
have guarantees on the security of the tasks achieved. This period
may not be too far, since quantum devices being developed now
are already crossing the limit of quantum computations that can be
simulated by classical supercomputers.
These categories, in general, include all aspects of cyber secu-

rity. We will focus on the e�ects that quantum technologies have
for cryptographic attacks and attacks that exploit vulnerabilities of
the new quantum hardware when such hardware is used. As far
as exploits of other vulnerabilities of existing classical hardware
is concerned (e.g. timing attacks), we do not expect they will sig-
ni�cantly bene�t from quantum technologies and thus we do not
expand further1.

1One could imagine that enhanced quantum sensing and quantum metrology could
improve certain side-channel attacks, but this is beyond the scope of this paper.
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Fig. 1. Schematic representation of the �antum Cyber Security research
landscape. Red boxes are the three categories of research. Do�ed lines
indicate the resources (computation and communication) required from the
honest parties. Green boxes represent issues we focus in this review.

1.3 This Review
First of all we clarify what this review is not. It is not an exhaustive
list of all research in quantum cyber security, neither a historical
exposition on how quantum cryptography developed, nor a proper
introduction to the �eld including the background required. Excel-
lent such reviews have been written (e.g. [14]).
Our aim is twofold. On the one hand we want to clarify miscon-

ceptions and organise/categorise the research landscape in quantum
cyber security in a comprehensive and approachable way to the
non-experts. On the other hand we want to focus on speci�c aspects,
for each of the quantum cyber security research categories given
above, that we believe have been under-represented in research and
exposure to the public, despite being very important. In Section 2
we clarify some facts about quantum computers and quantum adver-
saries, setting the stage to analyse the three categories of quantum
cyber security research. In Section 3 we explore the �rst category,
post-quantum security, giving a brief overview of the �eld and fo-
cusing on the issue of security de�nitions and proof techniques. In
Section 4 we sketch the research directions in quantumly-enhanced
security, focusing on the issue of implementation attacks and device
independence. In Section 5, after giving an overview we focus on
classical clients securely delegating computations to the quantum
cloud.We conclude in Section 6, giving a glimpse of howwe envision
that cyber security will be reshaped in the decades to come.

, Vol. 1, No. 1, Article . Publication date: March 2018.
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categories that depend on who has access to quantum technologies
and how developed these technologies are (see Figure 1). In the
�rst category we ensure that currently possible tasks remain secure,
while in the other two categories we explore the new possibilities
that quantum technologies bring.
As is typical in cryptography, we �rst assume the worst-case

scenario in terms of resources, where the honest parties are fully
classical (no quantum abilities), while the adversaries have access to
any quantum technology (whether this technology exists currently
or not). In particular we assume that they have a large quantum
computer. Ensuring that, in this scenario, the security and privacy
guarantees of a classical protocol remain intact, is known as post-
quantum (or “quantum-safe”) security.
In the second category we allow honest parties to have access

to quantum technologies in order to achieve enhanced properties,
but we restrict this access to those quantum technologies that are
currently available (or that can be built in near-term). Requesting
this level of quantum abilities comes from the practical demand to
be able to construct now, small quantum devices/gadgets that imple-
ment the “quantum” steps of (the honest) protocols. The adversaries,
again, can use any quantum technology. In this category we focus
on achieving classical functionalities but we are able to enhance
the security or e�ciency of the protocols beyond what is possible
classically by using current sate-of-the-art quantum gadgets.
Finally, the third category looks further in the future and exam-

ines the security and privacy of protocols that are possible (are
enabled) by the existence of quantum computers. We assume that
there exist quantum computation devices that o�er advantage in
many useful applications compared with the best classical comput-
ers. At that time, there will be tasks that involve quantum computers
and communication and processing of quantum information, where
the parties involved want to maintain the privacy of their data and
have guarantees on the security of the tasks achieved. This period
may not be too far, since quantum devices being developed now
are already crossing the limit of quantum computations that can be
simulated by classical supercomputers.
These categories, in general, include all aspects of cyber secu-

rity. We will focus on the e�ects that quantum technologies have
for cryptographic attacks and attacks that exploit vulnerabilities of
the new quantum hardware when such hardware is used. As far
as exploits of other vulnerabilities of existing classical hardware
is concerned (e.g. timing attacks), we do not expect they will sig-
ni�cantly bene�t from quantum technologies and thus we do not
expand further1.

1One could imagine that enhanced quantum sensing and quantum metrology could
improve certain side-channel attacks, but this is beyond the scope of this paper.
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Fig. 1. Schematic representation of the �antum Cyber Security research
landscape. Red boxes are the three categories of research. Do�ed lines
indicate the resources (computation and communication) required from the
honest parties. Green boxes represent issues we focus in this review.

1.3 This Review
First of all we clarify what this review is not. It is not an exhaustive
list of all research in quantum cyber security, neither a historical
exposition on how quantum cryptography developed, nor a proper
introduction to the �eld including the background required. Excel-
lent such reviews have been written (e.g. [14]).
Our aim is twofold. On the one hand we want to clarify miscon-

ceptions and organise/categorise the research landscape in quantum
cyber security in a comprehensive and approachable way to the
non-experts. On the other hand we want to focus on speci�c aspects,
for each of the quantum cyber security research categories given
above, that we believe have been under-represented in research and
exposure to the public, despite being very important. In Section 2
we clarify some facts about quantum computers and quantum adver-
saries, setting the stage to analyse the three categories of quantum
cyber security research. In Section 3 we explore the �rst category,
post-quantum security, giving a brief overview of the �eld and fo-
cusing on the issue of security de�nitions and proof techniques. In
Section 4 we sketch the research directions in quantumly-enhanced
security, focusing on the issue of implementation attacks and device
independence. In Section 5, after giving an overview we focus on
classical clients securely delegating computations to the quantum
cloud.We conclude in Section 6, giving a glimpse of howwe envision
that cyber security will be reshaped in the decades to come.
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1997 - bit commitment and oblivious transfer (Lo and Chau, Mayers)

contrary to the case of QKD and secret sharing 


quantum physics cannot guarantee unconditional security
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2009 - blind quantum computing (Broadbent, Fitzsimons and Kashefi )

Unconditionally secure quantum delegated cmputing


with implementation (Barz, et.al. 2012) 
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Unconditionally secure authentication of the classical channel 

requires Alice and Bob to pre-share an initial secret key 

or at least partially secret but identical random strings 

QKD therefore does not create a secret key out of nothing: 

it will expand a short secret key into a long one, 

so strictly speaking it is a way of key-growing
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Alice and Bob communicate over the classical channel and compare the basis 

discard those in which they have used different bases


Alice and Bob have a list of approximately N/2 bits, this is called raw key


Alice and Bob reveal a random sample of their raw keys and estimate the error rate 

They have to correct them and to erase the information that Eve obtains by 

communication on the classical channel, (classical post-processing)

Alice and Bob share either a secret key or abort



Security

a non-secret key is never used 

Either the authorised partners can create a secret key (a common list of secret bits 
known only to themselves), or they abort the protocol. 


After classical communication Alice and Bob estimate 

how much information about their lists of bits has leaked out to Eve


Such an estimate is impossible in classical communication.


In a quantum channel, leakage of information is quantitatively related to a 
perturbation of the communication. 



Security

fundamental principles of quantum physics 



Security

fundamental principles of quantum physics 

 Any action, by which Eve extracts some information out of quantum states, is a 
generalised form of measurement in quantum physics measurement in general 

modifies the state of the measured system. 



Security

fundamental principles of quantum physics 

 Any action, by which Eve extracts some information out of quantum states, is a 
generalised form of measurement in quantum physics measurement in general 

modifies the state of the measured system. 

Eve’s goal is to have a perfect copy of the state that Alice sends to Bob

This is forbidden by the no-cloning theorem


one cannot duplicate an unknown quantum state while keeping the original intact 



Security

fundamental principles of quantum physics 

 Any action, by which Eve extracts some information out of quantum states, is a 
generalised form of measurement in quantum physics measurement in general 

modifies the state of the measured system. 

Eve’s goal is to have a perfect copy of the state that Alice sends to Bob

This is forbidden by the no-cloning theorem


one cannot duplicate an unknown quantum state while keeping the original intact 

Quantum correlations obtained by separate measurements 

on entangled pairs violate Bell’s inequalities 


They cannot be created by pre-established agreement

The outcomes of the measurements did not exist before the measurements


 but then, in particular, Eve could not know them.
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(In the absence of system errors) the spy will get detected 

by the errors she induces in the communication 


But all practical systems have innocent errors!

A complete QKD protocol should consider all errors as errors due to Eve, take 
into account possible information leakage, and bound this leakage as a 

function of the error rate 


this is performed by two additional processes


                                   Error correction + Privacy amplification 

both are classical procedures
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A security proof of a QKD protocol, which provides a given shrinking factor is a 
very difficult theoretical exercise with still many open questions 
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Like many other technical terms, the wording “uncon-
ditional security” has to be used in its precise meaning
given above, and not as a synonym of “absolute secu-
rity” — something that does not exist. As a matter of
fact, unconditional security of QKD holds under some
conditions. First of all, there are some compulsory re-
quirements :

1. Eve cannot intrude Alice’s and Bob’s devices to
access either the emerging key or their choices of
settings (we shall see in Sec. III.B.4 how complex
it is to check this point thoroughly).

2. Alice and Bob must trust the random number gen-
erators that select the state to be sent or the mea-
surement to be performed.

3. The classical channel is authenticated with
unconditionally secure protocols, which ex-
ist (Carter and Wegman, 1979; Stinson, 1995;
Wegman and Carter, 1981).

4. Eve is limited by the laws of physics. This require-
ment can be sharpened: in particular, one can ask
whether security can be based on a restricted set
of laws18. In this review, as in the whole field of
practical QKD, we assume that Eve has to obey
the whole of quantum physics.

We shall take these requirements, the failure of which
would obviously compromise any security, as granted.
Even so, many other issues have to be settled, before
unconditional security is claimed for a given protocol:
for instance, the theoretical description of the quantum
states must match the signals that are really exchanged;
the implementations must be proved free of unwanted in-
formation leakage through side-channels or back-doors,
against which no theoretical protection can be invoked.

2. Definition of security

The security of a key K can be parametrized by its
deviation ε from a perfect key, which is defined as a list

18 As we have seen (I.B.2), intuition suggests that the security of
QKD can be traced back to a few specific principles or laws
like “no-cloning” or “non-locality without signaling”. One may
ask whether this intuition may be made fully rigorous. Con-
cretely, since any theory that does not allow signaling and is
non-local exhibits a no-cloning theorem (Barnum et al., 2006;
Masanes, Aćın and Gisin, 2006), and since non-locality itself
can be checked, one may hope to derive security only from
the physical law of no-signaling. In this framework, as of to-
day, unconditional security has been proved only in the case
of strictly error-free channels and for a key of vanishing length
(Barrett, Hardy and Kent, 2005). Only limited security has been
proved in more realistic cases (Aćın, Gisin and Masanes, 2006;
Scarani et al., 2006). Recently, Masanes showed that uncondi-
tional composable security can be proved if no-signaling is as-
sumed not only between Alice and Bob, but also among the
systems that are measured by each partner (Masanes, 2009).

of perfectly correlated symbols shared between Alice and
Bob, on which Eve has no information (in particular, all
the possible lists must be equally probable a priori). A
definition of security is a choice of the quantity that is re-
quired to be bounded by ε; a key that deviates by ε from
a perfect key is called ε-secure. The main property that a
definition of security must fulfill is composability, mean-
ing that the security of the key is guaranteed whatever
its application may be — more precisely: if an ε-secure
key is used in an ε′-secure task19, composability ensures
that the whole procedure is at least (ε+ ε′)-secure.

A composable definition of security is the one based on
the trace-norm (Ben-Or et al., 2005; Renner and König,
2005): 1

2∥ρKE − τK ⊗ ρE∥1 ≤ ε, where ρKE is the actual
state containing some correlations between the final key
and Eve, τK is the completely mixed state on the set K
of possible final keys and ρE is any state of Eve. In this
definition, the parameter ε has a clear interpretation as
the maximum failure probability of the process of key ex-
traction. As the dates of the references show, the issue of
composability was raised rather late in the development
of QKD. Most, if not all, of the early security studies
had adopted a definition of security that is not compos-
able, but the asymptotic bounds that were derived can
be “redeemed” using a composable definition20.

3. Security proofs

Once the security criterion is defined, one can derive a
full security proof, leading to an explicit (and hopefully
computable) expression for the length of the extractable

19 For instance, the One-Time Pad is a 0-secure task; while any
implementation of channel authentication, for which a part of
the key is used (II.B.1), must allow for a non-zero ε′.

20 The early proofs defined security by analogy with the classi-
cal definition: Eve, who holds a quantum state ρE , performs
the measurement M which maximizes her mutual information
with the key K. This defines the so-called accessible informa-
tion Iacc(K : ρE) = maxE=M(ρE) I(K : E), and the security
criterion reads Iacc(K : ρE) ≤ ε. As for the history of claims,
it is quite intricate. Accessible information was first claimed to
provide composable security (Ben-Or et al., 2005). The proof is
correct, but composability follows from the use of two-universal
hashing in the privacy amplification step (see III.B.1), rather
than from the properties of accessible information itself. Indeed,
shortly later, an explicit counterexample showed that accessi-
ble information is in general not composable for any reasonable
choice of the security parameter ε (König et al., 2007). The rea-
son why accessible information is not composable can be ex-
plained qualitatively: this criterion supposes that Eve performs
a measurement to guess the key at the end of the key exchange.
But Eve may prefer not to measure her systems until the key
is actually used in a further protocol: for instance, if a plain-
text attack can reveal some information, Eve has certainly bet-
ter adapt her measurement to this additional knowledge. The
counterexample also implies that the classical results on privacy
amplification by two-universal hashing (Bennett et al., 1995) do
not apply and have to be replaced by a quantum version of the
statement (Renner and König, 2005).
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tion Iacc(K : ρE) = maxE=M(ρE) I(K : E), and the security
criterion reads Iacc(K : ρE) ≤ ε. As for the history of claims,
it is quite intricate. Accessible information was first claimed to
provide composable security (Ben-Or et al., 2005). The proof is
correct, but composability follows from the use of two-universal
hashing in the privacy amplification step (see III.B.1), rather
than from the properties of accessible information itself. Indeed,
shortly later, an explicit counterexample showed that accessi-
ble information is in general not composable for any reasonable
choice of the security parameter ε (König et al., 2007). The rea-
son why accessible information is not composable can be ex-
plained qualitatively: this criterion supposes that Eve performs
a measurement to guess the key at the end of the key exchange.
But Eve may prefer not to measure her systems until the key
is actually used in a further protocol: for instance, if a plain-
text attack can reveal some information, Eve has certainly bet-
ter adapt her measurement to this additional knowledge. The
counterexample also implies that the classical results on privacy
amplification by two-universal hashing (Bennett et al., 1995) do
not apply and have to be replaced by a quantum version of the
statement (Renner and König, 2005).

actual state containing some correlations 
between the final key and Eve

the completely mixed state on the set of possible final keys

any state of Eve

This is an extension of simulation-based definitions of universally composable security 
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Like many other technical terms, the wording “uncon-
ditional security” has to be used in its precise meaning
given above, and not as a synonym of “absolute secu-
rity” — something that does not exist. As a matter of
fact, unconditional security of QKD holds under some
conditions. First of all, there are some compulsory re-
quirements :

1. Eve cannot intrude Alice’s and Bob’s devices to
access either the emerging key or their choices of
settings (we shall see in Sec. III.B.4 how complex
it is to check this point thoroughly).

2. Alice and Bob must trust the random number gen-
erators that select the state to be sent or the mea-
surement to be performed.

3. The classical channel is authenticated with
unconditionally secure protocols, which ex-
ist (Carter and Wegman, 1979; Stinson, 1995;
Wegman and Carter, 1981).

4. Eve is limited by the laws of physics. This require-
ment can be sharpened: in particular, one can ask
whether security can be based on a restricted set
of laws18. In this review, as in the whole field of
practical QKD, we assume that Eve has to obey
the whole of quantum physics.

We shall take these requirements, the failure of which
would obviously compromise any security, as granted.
Even so, many other issues have to be settled, before
unconditional security is claimed for a given protocol:
for instance, the theoretical description of the quantum
states must match the signals that are really exchanged;
the implementations must be proved free of unwanted in-
formation leakage through side-channels or back-doors,
against which no theoretical protection can be invoked.

2. Definition of security

The security of a key K can be parametrized by its
deviation ε from a perfect key, which is defined as a list

18 As we have seen (I.B.2), intuition suggests that the security of
QKD can be traced back to a few specific principles or laws
like “no-cloning” or “non-locality without signaling”. One may
ask whether this intuition may be made fully rigorous. Con-
cretely, since any theory that does not allow signaling and is
non-local exhibits a no-cloning theorem (Barnum et al., 2006;
Masanes, Aćın and Gisin, 2006), and since non-locality itself
can be checked, one may hope to derive security only from
the physical law of no-signaling. In this framework, as of to-
day, unconditional security has been proved only in the case
of strictly error-free channels and for a key of vanishing length
(Barrett, Hardy and Kent, 2005). Only limited security has been
proved in more realistic cases (Aćın, Gisin and Masanes, 2006;
Scarani et al., 2006). Recently, Masanes showed that uncondi-
tional composable security can be proved if no-signaling is as-
sumed not only between Alice and Bob, but also among the
systems that are measured by each partner (Masanes, 2009).

of perfectly correlated symbols shared between Alice and
Bob, on which Eve has no information (in particular, all
the possible lists must be equally probable a priori). A
definition of security is a choice of the quantity that is re-
quired to be bounded by ε; a key that deviates by ε from
a perfect key is called ε-secure. The main property that a
definition of security must fulfill is composability, mean-
ing that the security of the key is guaranteed whatever
its application may be — more precisely: if an ε-secure
key is used in an ε′-secure task19, composability ensures
that the whole procedure is at least (ε+ ε′)-secure.

A composable definition of security is the one based on
the trace-norm (Ben-Or et al., 2005; Renner and König,
2005): 1

2∥ρKE − τK ⊗ ρE∥1 ≤ ε, where ρKE is the actual
state containing some correlations between the final key
and Eve, τK is the completely mixed state on the set K
of possible final keys and ρE is any state of Eve. In this
definition, the parameter ε has a clear interpretation as
the maximum failure probability of the process of key ex-
traction. As the dates of the references show, the issue of
composability was raised rather late in the development
of QKD. Most, if not all, of the early security studies
had adopted a definition of security that is not compos-
able, but the asymptotic bounds that were derived can
be “redeemed” using a composable definition20.
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Once the security criterion is defined, one can derive a
full security proof, leading to an explicit (and hopefully
computable) expression for the length of the extractable

19 For instance, the One-Time Pad is a 0-secure task; while any
implementation of channel authentication, for which a part of
the key is used (II.B.1), must allow for a non-zero ε′.

20 The early proofs defined security by analogy with the classi-
cal definition: Eve, who holds a quantum state ρE , performs
the measurement M which maximizes her mutual information
with the key K. This defines the so-called accessible informa-
tion Iacc(K : ρE) = maxE=M(ρE) I(K : E), and the security
criterion reads Iacc(K : ρE) ≤ ε. As for the history of claims,
it is quite intricate. Accessible information was first claimed to
provide composable security (Ben-Or et al., 2005). The proof is
correct, but composability follows from the use of two-universal
hashing in the privacy amplification step (see III.B.1), rather
than from the properties of accessible information itself. Indeed,
shortly later, an explicit counterexample showed that accessi-
ble information is in general not composable for any reasonable
choice of the security parameter ε (König et al., 2007). The rea-
son why accessible information is not composable can be ex-
plained qualitatively: this criterion supposes that Eve performs
a measurement to guess the key at the end of the key exchange.
But Eve may prefer not to measure her systems until the key
is actually used in a further protocol: for instance, if a plain-
text attack can reveal some information, Eve has certainly bet-
ter adapt her measurement to this additional knowledge. The
counterexample also implies that the classical results on privacy
amplification by two-universal hashing (Bennett et al., 1995) do
not apply and have to be replaced by a quantum version of the
statement (Renner and König, 2005).
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secret key rate. Several techniques have been used:

• The very first proofs by Mayers were somehow
based on the uncertainty principle (Mayers, 1996,
2001). This approach has been revived recently by
Koashi (Koashi, 2006, 2007).

• Most of the subsequent security proofs have
been based on the correspondence between
entanglement distillation and classical post-
processing, generalizing the techniques of
Shor and Preskill (Shor and Preskill, 2000).
For instance, the most developed security
proofs for imperfect devices follow this pat-
tern (Gottesman, Lo, Lütkenhaus and Preskill,
2004).

• The most recent techniques use rather
information-theoretical notions (Ben-Or, 2002;
Kraus, Gisin and Renner, 2005; Renner, 2005;
Renner, Gisin and Kraus, 2005).

A detailed description on how a security proof is built
goes beyond the scope of this review. The core lies in
how to relate the security requirement 1

2∥ρKE − τK ⊗
ρE∥1 ≤ ε to a statement about the length ℓ of the secret
key that can be extracted. This step is achieved using
inequalities that can be seen as a generalization of the
Chernoff bound. In other words, one must use or prove
an inequality of the form

Prob [∥ρKE − τK ⊗ ρE∥1 > 2ε] <∼ eℓ−F (ρKE ,ε) (7)

where we omitted constant factors. From such an in-
equality, one immediately reads that the security require-
ment will fail with exponentially small probability pro-
vided ℓ <∼ F (ρKE , ε). Explicit security bounds will be
provided below (Sec. III.B) for the asymptotic limit of
infinitely long keys — note that in this limit one can take
ε→ 0, whence no explicit dependence on ε is manifest in
those expressions.

D. Explicit Protocols

1. Three families

The number of explicit QKD protocols is virtually in-
finite: after all, Bennett has proved that security can be
obtained when coding a bit in just two non-orthogonal
quantum states (Bennett, 1992). But as a matter of
fact, this possible variety has crystallized into three main
families: discrete-variable coding (II.D.2), continuous-
variable coding (II.D.3), and more recently distributed-
phase-reference coding (II.D.4). The crucial difference
is the detection scheme: discrete-variable coding and
distributed-phase-reference coding use photon counting
and post-select the events in which a detection has ef-
fectively taken place, while continuous-variable coding
is defined by the use of homodyne detection (detection
techniques are reviewed in Sec. II.G).

Discrete-variable coding is the original one. Its main
advantage is that protocols can be designed in such a way
that, in the absence of errors, Alice and Bob would share
immediately a perfect secret key. They are still the most
implemented QKD protocols. Any discrete quantum de-
gree of freedom can be chosen in principle, but the most
frequent ones are polarization for free-space implementa-
tions and phase-coding in fiber-based implementations21.
The case for continuous-variable coding stems from the
observation that photon counters normally feature low
quantum efficiencies, high dark count rates, and rather
long dead times; while these inconveniences can be over-
come by using homodyne detection. The price to pay is
that the protocol provides Alice and Bob with correlated
but rather noisy realization of a continuous random vari-
able, because losses translate into noise (see I.B.3): as a
consequence, a significant amount of error correction pro-
cedures must be used. In short, the issue is, whether it is
better to build up slowly a noiseless raw key, or rapidly a
noisy one. As for distributed-phase-reference coding, its
origin lies in the effort of some experimental groups to-
ward a more and more practical implementation. From
the point of view of detection, these protocols produce
a discrete-valued result; but the nature of the quantum
signals is very different from the case of discrete-variable
coding, and this motivates a separate treatment.

Despite the differences originating from the use of a
different detection device, there is a strong conceptual
unity underlying discrete- and continuous-variable QKD.
To take just one example, in both cases the ability to
distribute a quantum key is closely related to the abil-
ity to distribute entanglement, regardless of the detec-
tion scheme used and even if no actual entanglement is
present. These similarities are not very surprising since
it has long been known that the quantum features of
light may be revealed either via photon counting (e.g.,
antibunching or anticorrelation experiments) or via ho-
modyne detection (e.g., squeezing experiments). Being a
technique that exploits these quantum features of light,
QKD has thus no reason to be restricted to the photon-
counting regime. Surprisingly, just like antibunching (or
a single-photon source) is not even needed in photon-
counting based QKD, we shall see that squeezing is not
needed in homodyne-detection based QKD. The only
quantum feature that happens to be needed is the non-
orthogonality of light states.

21 Other degrees of freedom have been explored, for instance cod-
ing in sidebands of phase-modulated light (Mérolla et al., 1999)
and time-coding (Boucher and Debuisschert, 2005). Energy-
time entanglement gives also rise to a peculiar form of coding
(Tittel et al., 2000).

concretely, F will be depending on the protocol, and gives the length l of 
the secret key that can be extracted as a function of the 

indistinguishability/security parameter ε for a certain level of risk 
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Quantum Cyber Security is the �eld that studies all aspects af-
fecting the security and privacy of communications and compu-
tations caused by the development of quantum technologies.

Quantum technologies may have a negative e�ect to cyber secu-
rity, when viewed as a resource for adversaries, but can also have a
positive e�ect, when honest parties use these technologies to their
advantage. The research can, broadly speaking, be divided into three
categories that depend on who has access to quantum technologies
and how developed these technologies are (see Figure 1). In the
�rst category we ensure that currently possible tasks remain secure,
while in the other two categories we explore the new possibilities
that quantum technologies bring.
As is typical in cryptography, we �rst assume the worst-case

scenario in terms of resources, where the honest parties are fully
classical (no quantum abilities), while the adversaries have access to
any quantum technology (whether this technology exists currently
or not). In particular we assume that they have a large quantum
computer. Ensuring that, in this scenario, the security and privacy
guarantees of a classical protocol remain intact, is known as post-
quantum (or “quantum-safe”) security.
In the second category we allow honest parties to have access

to quantum technologies in order to achieve enhanced properties,
but we restrict this access to those quantum technologies that are
currently available (or that can be built in near-term). Requesting
this level of quantum abilities comes from the practical demand to
be able to construct now, small quantum devices/gadgets that imple-
ment the “quantum” steps of (the honest) protocols. The adversaries,
again, can use any quantum technology. In this category we focus
on achieving classical functionalities but we are able to enhance
the security or e�ciency of the protocols beyond what is possible
classically by using current sate-of-the-art quantum gadgets.
Finally, the third category looks further in the future and exam-

ines the security and privacy of protocols that are possible (are
enabled) by the existence of quantum computers. We assume that
there exist quantum computation devices that o�er advantage in
many useful applications compared with the best classical comput-
ers. At that time, there will be tasks that involve quantum computers
and communication and processing of quantum information, where
the parties involved want to maintain the privacy of their data and
have guarantees on the security of the tasks achieved. This period
may not be too far, since quantum devices being developed now
are already crossing the limit of quantum computations that can be
simulated by classical supercomputers.
These categories, in general, include all aspects of cyber secu-

rity. We will focus on the e�ects that quantum technologies have
for cryptographic attacks and attacks that exploit vulnerabilities of
the new quantum hardware when such hardware is used. As far
as exploits of other vulnerabilities of existing classical hardware
is concerned (e.g. timing attacks), we do not expect they will sig-
ni�cantly bene�t from quantum technologies and thus we do not
expand further1.

1One could imagine that enhanced quantum sensing and quantum metrology could
improve certain side-channel attacks, but this is beyond the scope of this paper.
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Fig. 1. Schematic representation of the �antum Cyber Security research
landscape. Red boxes are the three categories of research. Do�ed lines
indicate the resources (computation and communication) required from the
honest parties. Green boxes represent issues we focus in this review.

1.3 This Review
First of all we clarify what this review is not. It is not an exhaustive
list of all research in quantum cyber security, neither a historical
exposition on how quantum cryptography developed, nor a proper
introduction to the �eld including the background required. Excel-
lent such reviews have been written (e.g. [14]).
Our aim is twofold. On the one hand we want to clarify miscon-

ceptions and organise/categorise the research landscape in quantum
cyber security in a comprehensive and approachable way to the
non-experts. On the other hand we want to focus on speci�c aspects,
for each of the quantum cyber security research categories given
above, that we believe have been under-represented in research and
exposure to the public, despite being very important. In Section 2
we clarify some facts about quantum computers and quantum adver-
saries, setting the stage to analyse the three categories of quantum
cyber security research. In Section 3 we explore the �rst category,
post-quantum security, giving a brief overview of the �eld and fo-
cusing on the issue of security de�nitions and proof techniques. In
Section 4 we sketch the research directions in quantumly-enhanced
security, focusing on the issue of implementation attacks and device
independence. In Section 5, after giving an overview we focus on
classical clients securely delegating computations to the quantum
cloud.We conclude in Section 6, giving a glimpse of howwe envision
that cyber security will be reshaped in the decades to come.

, Vol. 1, No. 1, Article . Publication date: March 2018.
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Measurement-based classical computation
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1Department of Physics and Astronomy, University College London,
Gower Street, London WC1E 6BT, United Kingdom.

(Dated: May 8, 2008)

We study the intrinsic computational power of entangled states exploited in measurement-based
quantum computation. By focussing on the power of the classical computer that controls the mea-
surements, we develop a classification of computational resource power, leading naturally to a notion
of resource states for measurement-based classical computation. Surprisingly, the Greenberger-
Horne-Zeilinger and Clauser-Horne-Shimony-Holt problems emerge naturally as optimal examples.
Our work exposes an intriguing relationship between the violation of local realistic models and the
computational power of entangled resource states.

PACS numbers: 03.67.Lx, 03.65.Ud

Introduction.– Measurement-based quantum computa-
tion is an approach to computation radically different to
conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational

∗janet@qipc.org
†d.browne@ucl.ac.uk

resource state

control computer

measurement

sites

FIG. 1: The control computer provides one bit of classical
information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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• New qubits, to prepare the auxiliary qubits: N


• Entanglements, to build the quantum channel: E


• Measurements, to propagate (manipulate) qubits: M


• Corrections, to make the computation deterministic: C
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quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational

∗janet@qipc.org
†d.browne@ucl.ac.uk

resource state

control computer

measurement

sites

FIG. 1: The control computer provides one bit of classical
information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
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about the physical properties of the computational re-
source. The model consists of the following components
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mation is manipulated by a network of logical gates. In
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surements on a pre-prepared multi-qubit resource state
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(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
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beyond its own power. For example, by controlling mea-
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of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
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conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational
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such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
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⇥2 = Tr1,2,3,4,6[P(|⌅⌥⌃⌅|1 ⇤ ⇥2 ⇤ |+⌥⌃+|3,4,5,6)P†]
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⇥2 = Tr1,2,3,4,6[P(|⌅⌥⌃⌅|1 ⇤ ⇥2 ⇤ |+⌥⌃+|3,4,5,6)P†]

J(�) = 1⇤
2

�
1 ei�

1 �ei�

⇥

⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc

Traux[U ⌅ I ⇤ J(⇥in ⇤ ⇥aux�)I ⇤ J† ⌅ U †]
= Traux[U(⇥in ⇤ ⇥aux�)U †]
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i Xsi
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m = d⇥ r

J(�)(|⇤⌥)
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�1, �2 · · ·
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2
((a + b)|0�+ (a� b)|1�)

|⇥�

 ⌥Z = 1
2

⇤

⌥⌥⇧

1 1 1 �1
1 �1 1 1
1 1 �1 1
1 �1 �1 �1

⌅

��⌃

H = 1⇤
2

�
1 1
1 �1

⇥

X =
�

0 1
1 0

⇥
Z =

�
1 0
0 �1

⇥

Local Cli�ord Group{H,S, I}

[[P1P2]] = [[P2]][[P1]]

[[P1 ⇥ P2]] = [[P2]]⇥ [[P1]]

⌃a ⇧ A, ⌃a⇥ ⇧ Pl(a) : a < a⇥
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A universal set for unitaries on C2

J(�) := 1⇥
2

�
1 ei�

1 �ei�

⇥

Some nice equations:

J(�)J(0)J(⇥) = J(� + ⇥)
J(�)J(⇤)J(⇥) = ei�Z J(⇥ � �)
XJ(�) = J(� + ⇤) = J(�)Z
H = J(0)
P (�) = J(0)J(�)
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⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc
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⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc

Traux[U ⌅ I ⇤ J(⇥in ⇤ ⇥aux�)I ⇤ J† ⌅ U †]
= Traux[U(⇥in ⇤ ⇥aux�)U †]
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⇥2 = Tr1,2,3,4,6[P(|⌅⌥⌃⌅|1 ⇤ ⇥2 ⇤ |+⌥⌃+|3,4,5,6)P†]

J(�) = 1⇤
2
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1 ei�
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⇥

⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc

Traux[U ⌅ I ⇤ J(⇥in ⇤ ⇥aux�)I ⇤ J† ⌅ U †]
= Traux[U(⇥in ⇤ ⇥aux�)U †]
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m = d⇥ r

J(�)(|⇤⌥)
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2
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⇥

Local Cli�ord Group{H,S, I}

[[P1P2]] = [[P2]][[P1]]

[[P1 ⇥ P2]] = [[P2]]⇥ [[P1]]

⌃a ⇧ A, ⌃a⇥ ⇧ Pl(a) : a < a⇥
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A universal set for unitaries on C2

J(�) := 1⇥
2

�
1 ei�

1 �ei�

⇥

Some nice equations:

J(�)J(0)J(⇥) = J(� + ⇥)
J(�)J(⇤)J(⇥) = ei�Z J(⇥ � �)
XJ(�) = J(� + ⇤) = J(�)Z
H = J(0)
P (�) = J(0)J(�)

P�
i

1⇤
2
(|0�+ ei�|1�)

⇥1, ⇥2 · · ·
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Local Cli�ord Group{H,S, I}
[[P1P2]] = [[P2]][[P1]]

[[P1 ⌅ P2]] = [[P2]]⌅ [[P1]]

�a ⌥ A, �a⇥ ⌥ Pl(a) : a < a⇥

BQP ⇧ MIP�

|+� = 1⇤
2
(|0�+ |1�)

|⇤�

|±�

X

Z

H

J(�)(|+�)

2

α±

X

Latex Template

September 15, 2008

⇥2 = Tr1,2,3,4,6[P(|⇤⌥⌃⇤|1 ⇤ ⇥2 ⇤ |+⌥⌃+|3,4,5,6)P†]

J(�) = 1⇤
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⇥

⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc

Traux[U ⌅ I ⇤ J(⇥in ⇤ ⇥aux�)I ⇤ J† ⌅ U †]
= Traux[U(⇥in ⇤ ⇥aux�)U †]

P |+��
i = M�
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j Eij Xsi
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2
(|0�+ ei�|1�)
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2
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Local Cli�ord Group{H,S, I}

[[P1P2]] = [[P2]][[P1]]

[[P1 ⇥ P2]] = [[P2]]⇥ [[P1]]

⌃a ⇧ A, ⌃a⇥ ⇧ Pl(a) : a < a⇥
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✓
1 0
0 eib⇡/2

◆✓
1 0
0 eia⇡/2

◆✓
1 0
0 e�i(a�b)⇡/2

◆✓
1
�1

◆
=

✓
1 0
0 e�i(a^b)⇡

◆✓
1
�1

◆

Z

�2 = f(r1, r2, ✓2,�2)

m

E(m) = (m+ ✓ + r⇡ , |0i+ ei✓|1i)

E(m2) = m+ PR2 + ✓2

E(m1) ⇤ E(m2) = E(m1 ⇤m2)

D(m) = m� bm/P eP � ✓

|0i+ ei✓|1i

✓ 2R {0,⇡/4, 2⇡/4, · · · , 7⇡/4}
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Limited Client Untrusted Server
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E(m1) ⇤ E(m2) = E(m1 ⇤m2)

D(m) = m� bm/P eP � ✓
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⇥2 = Tr1,2,3,4,6[P(|⇤⌥⌃⇤|1 ⇤ ⇥2 ⇤ |+⌥⌃+|3,4,5,6)P†]

J(�) = 1⇤
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⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc

Traux[U ⌅ I ⇤ J(⇥in ⇤ ⇥aux�)I ⇤ J† ⌅ U †]
= Traux[U(⇥in ⇤ ⇥aux�)U †]
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�r

|+⇥⇥

|±�+⇥+r⇤⇥

3

P�
i

1⇤
2
(|0�+ ei�|1�)
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P 0
1�⌅ 1⇤

2
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|⇥�
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⇥
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Local Cli�ord Group{H,S, I}

[[P1P2]] = [[P2]][[P1]]

[[P1 ⇥ P2]] = [[P2]]⇥ [[P1]]
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2
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⇥2 = Tr1,2,3,4,6[P(|⇤⌥⌃⇤|1 ⇤ ⇥2 ⇤ |+⌥⌃+|3,4,5,6)P†]
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2

�
1 ei�

1 �ei�

⇥

⇥out = POc EG (⇥in ⇤ |+⌥⌃+|V �I) EG POc

Traux[U ⌅ I ⇤ J(⇥in ⇤ ⇥aux�)I ⇤ J† ⌅ U †]
= Traux[U(⇥in ⇤ ⇥aux�)U †]
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⇥

Local Cli�ord Group{H,S, I}

[[P1P2]] = [[P2]][[P1]]

[[P1 ⇥ P2]] = [[P2]]⇥ [[P1]]

⌃a ⇧ A, ⌃a⇥ ⇧ Pl(a) : a < a⇥
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[[P1 ⇥ P2]] = [[P2]]⇥ [[P1]]
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random single qubit  generator 

Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
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states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
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initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
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communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
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what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
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quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
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Universal Blind Quantum Computings
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Universal Blind Quantum Computings
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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Definition 1).
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∣
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〉
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and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.

5

|+⌥ = 1⇥
2
(|0⌥+ |1⌥)

|⇧⌥

|±⌥

X

Z

H

J(� + ⇥ + r⇤)

⇤r

|+⇥⌥

|±�+⇥+r⇤⌥

{|+⇥⌥}
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
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in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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2. Given the distribution of classical information described in 1, the state of the quantum system
obtained by Bob in P is fixed and independent of X.

Definition 2 captures the intuitive notion that Bob’s view of the protocol should not depend on X
(when given Y ); since his view consists of classical and quantum information, this means that the
distribution of the classical information should not depend on X (given Y ) and that for any fixed
choice of the classical information, the state of the quantum system should be uniquely determined
and not depend on X (given Y ). We are now ready to state and prove our main theorem. Recall
that in Protocol 1, (n,m) is the dimension of the brickwork state.

Theorem 3 (Blindness). Protocol 1 is blind while leaking at most (n,m).

Proof. Let (n,m) (the dimension of the brickwork state) be given. Note that the universality of
the brickwork state guarantees that Bob’s creating of the graph state does not reveal anything on
the underlying computation (except n and m).

Alice’s input consists of φ = (φx,y | x ∈ [n], y ∈ [m]), with the actual measurement angles φ′ =
(φ′

x,y | x ∈ [n], y ∈ [m]) being a modification of φ that depends on previous measurement outcomes.
Let the classical information that Bob gets during the protocol be δ = (δx,y | x ∈ [n], y ∈ [m]), and
let A be the quantum system initially sent from Alice to Bob.

To show independence of Bob’s classical information, let θ′x,y = θx,y + πrx,y (for a uniformly
random chosen θx,y) and θ′ = (θ′x,y | x ∈ [n], y ∈ [m]). We have δ = φ′ + θ′, with θ′ being uniformly
random (and independent of φ and/or φ′), which implies the independence of δ and φ.

As for Bob’s quantum information, first fix an arbitrary choice of δ. Because rx,y is uniformly
random, for each qubit of A, one of the following two has occurred:

1. rx,y = 0 so δx,y = φ′
x,y + θ′x,y and |ψx,y⟩ = 1√

2
(|0⟩ + ei(δx,y−φ′

x,y) |1⟩.
2. rx,y = 1 so δx,y = φ′

x,y + θ′x,y + π and |ψx,y⟩ = 1√
2
(|0⟩ − ei(δx,y−φ′

x,y) |1⟩.

Since δ is fixed, θ′ depends on φ′ (and thus on φ), but since rx,y is independent of everything else,
without knowledge of rx,y (i.e. taking the partial trace of the system over Alice’s secret), A consists
of copies of the two-dimensional completely mixed state, which is fixed and independent of φ.

There are two malicious scenarios that are covered by Definition 2 and that we explicitly mention
here. Suppose Bob has some prior knowledge, given as some a priori distribution on Alice’s input X.
Since Definition 2 applies to any distribution of X, we can simply apply it to the conditional
distribution representing the distribution of X given Bob’s a priori knowledge; we conclude that
Bob does not learn any information on X beyond what he already knows, as well as what is leaked.
The second scenario concerns a Bob whose goal it is to find Alice’s output. Definition 2 forbids
this: learning information on the output would imply learning information on Alice’s input.

Note that the protocol does not allow Alice to reveal to Bob whether or not she accepts the result
of the computation as this bit of information could be exploited by Bob to learn some information
about the actual computation. In this scenario, Protocol 2 can be used instead.

3 Quantum Inputs and Outputs

We can slightly modify Protocol 1 to deal with both quantum inputs and outputs. In the former
case, no extra channel resources are required, while the latter case requires a quantum channel
from Bob to Alice in order for him to return the output qubits. Alice will also need to be able to
apply X and Z Pauli operators in order to undo the quantum one-time pad. The exact protocols
are given as Protocols 4 and 5 in Appendix C; a brief description of the protocols follows. Note
that these protocols can be combined to obtain a protocol for quantum inputs and outputs.

3.1 Quantum Inputs

Consider the scenario where Alice’s input is the form of m physical qubits and she has no efficient
classical description of the inputs to be able to incorporate it into Protocol 1. In this case, she
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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➡ Independence of Bob’s quantum information for a fixed  

2. Given the distribution of classical information described in 1, the state of the quantum system
obtained by Bob in P is fixed and independent of X.

Definition 2 captures the intuitive notion that Bob’s view of the protocol should not depend on X
(when given Y ); since his view consists of classical and quantum information, this means that the
distribution of the classical information should not depend on X (given Y ) and that for any fixed
choice of the classical information, the state of the quantum system should be uniquely determined
and not depend on X (given Y ). We are now ready to state and prove our main theorem. Recall
that in Protocol 1, (n,m) is the dimension of the brickwork state.

Theorem 3 (Blindness). Protocol 1 is blind while leaking at most (n,m).

Proof. Let (n,m) (the dimension of the brickwork state) be given. Note that the universality of
the brickwork state guarantees that Bob’s creating of the graph state does not reveal anything on
the underlying computation (except n and m).

Alice’s input consists of φ = (φx,y | x ∈ [n], y ∈ [m]), with the actual measurement angles φ′ =
(φ′

x,y | x ∈ [n], y ∈ [m]) being a modification of φ that depends on previous measurement outcomes.
Let the classical information that Bob gets during the protocol be δ = (δx,y | x ∈ [n], y ∈ [m]), and
let A be the quantum system initially sent from Alice to Bob.

To show independence of Bob’s classical information, let θ′x,y = θx,y + πrx,y (for a uniformly
random chosen θx,y) and θ′ = (θ′x,y | x ∈ [n], y ∈ [m]). We have δ = φ′ + θ′, with θ′ being uniformly
random (and independent of φ and/or φ′), which implies the independence of δ and φ.

As for Bob’s quantum information, first fix an arbitrary choice of δ. Because rx,y is uniformly
random, for each qubit of A, one of the following two has occurred:

1. rx,y = 0 so δx,y = φ′
x,y + θ′x,y and |ψx,y⟩ = 1√

2
(|0⟩ + ei(δx,y−φ′

x,y) |1⟩.
2. rx,y = 1 so δx,y = φ′

x,y + θ′x,y + π and |ψx,y⟩ = 1√
2
(|0⟩ − ei(δx,y−φ′

x,y) |1⟩.

Since δ is fixed, θ′ depends on φ′ (and thus on φ), but since rx,y is independent of everything else,
without knowledge of rx,y (i.e. taking the partial trace of the system over Alice’s secret), A consists
of copies of the two-dimensional completely mixed state, which is fixed and independent of φ.

There are two malicious scenarios that are covered by Definition 2 and that we explicitly mention
here. Suppose Bob has some prior knowledge, given as some a priori distribution on Alice’s input X.
Since Definition 2 applies to any distribution of X, we can simply apply it to the conditional
distribution representing the distribution of X given Bob’s a priori knowledge; we conclude that
Bob does not learn any information on X beyond what he already knows, as well as what is leaked.
The second scenario concerns a Bob whose goal it is to find Alice’s output. Definition 2 forbids
this: learning information on the output would imply learning information on Alice’s input.

Note that the protocol does not allow Alice to reveal to Bob whether or not she accepts the result
of the computation as this bit of information could be exploited by Bob to learn some information
about the actual computation. In this scenario, Protocol 2 can be used instead.

3 Quantum Inputs and Outputs

We can slightly modify Protocol 1 to deal with both quantum inputs and outputs. In the former
case, no extra channel resources are required, while the latter case requires a quantum channel
from Bob to Alice in order for him to return the output qubits. Alice will also need to be able to
apply X and Z Pauli operators in order to undo the quantum one-time pad. The exact protocols
are given as Protocols 4 and 5 in Appendix C; a brief description of the protocols follows. Note
that these protocols can be combined to obtain a protocol for quantum inputs and outputs.

3.1 Quantum Inputs

Consider the scenario where Alice’s input is the form of m physical qubits and she has no efficient
classical description of the inputs to be able to incorporate it into Protocol 1. In this case, she
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
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D′
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flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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➡ Independence of Bob’s quantum information for a fixed  

2. Given the distribution of classical information described in 1, the state of the quantum system
obtained by Bob in P is fixed and independent of X.

Definition 2 captures the intuitive notion that Bob’s view of the protocol should not depend on X
(when given Y ); since his view consists of classical and quantum information, this means that the
distribution of the classical information should not depend on X (given Y ) and that for any fixed
choice of the classical information, the state of the quantum system should be uniquely determined
and not depend on X (given Y ). We are now ready to state and prove our main theorem. Recall
that in Protocol 1, (n,m) is the dimension of the brickwork state.

Theorem 3 (Blindness). Protocol 1 is blind while leaking at most (n,m).

Proof. Let (n,m) (the dimension of the brickwork state) be given. Note that the universality of
the brickwork state guarantees that Bob’s creating of the graph state does not reveal anything on
the underlying computation (except n and m).

Alice’s input consists of φ = (φx,y | x ∈ [n], y ∈ [m]), with the actual measurement angles φ′ =
(φ′

x,y | x ∈ [n], y ∈ [m]) being a modification of φ that depends on previous measurement outcomes.
Let the classical information that Bob gets during the protocol be δ = (δx,y | x ∈ [n], y ∈ [m]), and
let A be the quantum system initially sent from Alice to Bob.

To show independence of Bob’s classical information, let θ′x,y = θx,y + πrx,y (for a uniformly
random chosen θx,y) and θ′ = (θ′x,y | x ∈ [n], y ∈ [m]). We have δ = φ′ + θ′, with θ′ being uniformly
random (and independent of φ and/or φ′), which implies the independence of δ and φ.

As for Bob’s quantum information, first fix an arbitrary choice of δ. Because rx,y is uniformly
random, for each qubit of A, one of the following two has occurred:

1. rx,y = 0 so δx,y = φ′
x,y + θ′x,y and |ψx,y⟩ = 1√

2
(|0⟩ + ei(δx,y−φ′

x,y) |1⟩.
2. rx,y = 1 so δx,y = φ′

x,y + θ′x,y + π and |ψx,y⟩ = 1√
2
(|0⟩ − ei(δx,y−φ′

x,y) |1⟩.

Since δ is fixed, θ′ depends on φ′ (and thus on φ), but since rx,y is independent of everything else,
without knowledge of rx,y (i.e. taking the partial trace of the system over Alice’s secret), A consists
of copies of the two-dimensional completely mixed state, which is fixed and independent of φ.

There are two malicious scenarios that are covered by Definition 2 and that we explicitly mention
here. Suppose Bob has some prior knowledge, given as some a priori distribution on Alice’s input X.
Since Definition 2 applies to any distribution of X, we can simply apply it to the conditional
distribution representing the distribution of X given Bob’s a priori knowledge; we conclude that
Bob does not learn any information on X beyond what he already knows, as well as what is leaked.
The second scenario concerns a Bob whose goal it is to find Alice’s output. Definition 2 forbids
this: learning information on the output would imply learning information on Alice’s input.

Note that the protocol does not allow Alice to reveal to Bob whether or not she accepts the result
of the computation as this bit of information could be exploited by Bob to learn some information
about the actual computation. In this scenario, Protocol 2 can be used instead.

3 Quantum Inputs and Outputs

We can slightly modify Protocol 1 to deal with both quantum inputs and outputs. In the former
case, no extra channel resources are required, while the latter case requires a quantum channel
from Bob to Alice in order for him to return the output qubits. Alice will also need to be able to
apply X and Z Pauli operators in order to undo the quantum one-time pad. The exact protocols
are given as Protocols 4 and 5 in Appendix C; a brief description of the protocols follows. Note
that these protocols can be combined to obtain a protocol for quantum inputs and outputs.

3.1 Quantum Inputs

Consider the scenario where Alice’s input is the form of m physical qubits and she has no efficient
classical description of the inputs to be able to incorporate it into Protocol 1. In this case, she
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2. Given the distribution of classical information described in 1, the state of the quantum system
obtained by Bob in P is fixed and independent of X.

Definition 2 captures the intuitive notion that Bob’s view of the protocol should not depend on X
(when given Y ); since his view consists of classical and quantum information, this means that the
distribution of the classical information should not depend on X (given Y ) and that for any fixed
choice of the classical information, the state of the quantum system should be uniquely determined
and not depend on X (given Y ). We are now ready to state and prove our main theorem. Recall
that in Protocol 1, (n,m) is the dimension of the brickwork state.

Theorem 3 (Blindness). Protocol 1 is blind while leaking at most (n,m).

Proof. Let (n,m) (the dimension of the brickwork state) be given. Note that the universality of
the brickwork state guarantees that Bob’s creating of the graph state does not reveal anything on
the underlying computation (except n and m).

Alice’s input consists of φ = (φx,y | x ∈ [n], y ∈ [m]), with the actual measurement angles φ′ =
(φ′

x,y | x ∈ [n], y ∈ [m]) being a modification of φ that depends on previous measurement outcomes.
Let the classical information that Bob gets during the protocol be δ = (δx,y | x ∈ [n], y ∈ [m]), and
let A be the quantum system initially sent from Alice to Bob.

To show independence of Bob’s classical information, let θ′x,y = θx,y + πrx,y (for a uniformly
random chosen θx,y) and θ′ = (θ′x,y | x ∈ [n], y ∈ [m]). We have δ = φ′ + θ′, with θ′ being uniformly
random (and independent of φ and/or φ′), which implies the independence of δ and φ.

As for Bob’s quantum information, first fix an arbitrary choice of δ. Because rx,y is uniformly
random, for each qubit of A, one of the following two has occurred:

1. rx,y = 0 so δx,y = φ′
x,y + θ′x,y and |ψx,y⟩ = 1√

2
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x,y + θ′x,y + π and |ψx,y⟩ = 1√
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(|0⟩ − ei(δx,y−φ′
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Since δ is fixed, θ′ depends on φ′ (and thus on φ), but since rx,y is independent of everything else,
without knowledge of rx,y (i.e. taking the partial trace of the system over Alice’s secret), A consists
of copies of the two-dimensional completely mixed state, which is fixed and independent of φ.

There are two malicious scenarios that are covered by Definition 2 and that we explicitly mention
here. Suppose Bob has some prior knowledge, given as some a priori distribution on Alice’s input X.
Since Definition 2 applies to any distribution of X, we can simply apply it to the conditional
distribution representing the distribution of X given Bob’s a priori knowledge; we conclude that
Bob does not learn any information on X beyond what he already knows, as well as what is leaked.
The second scenario concerns a Bob whose goal it is to find Alice’s output. Definition 2 forbids
this: learning information on the output would imply learning information on Alice’s input.

Note that the protocol does not allow Alice to reveal to Bob whether or not she accepts the result
of the computation as this bit of information could be exploited by Bob to learn some information
about the actual computation. In this scenario, Protocol ?? can be used instead.

3 Quantum Inputs and Outputs

We can slightly modify Protocol 1 to deal with both quantum inputs and outputs. In the former
case, no extra channel resources are required, while the latter case requires a quantum channel from
Bob to Alice in order for him to return the output qubits. Alice will also need to be able to apply
X and Z Pauli operators in order to undo the quantum one-time pad. The exact protocols are
given as Protocols ?? and ?? in Appendix ??; a brief description of the protocols follows. Note
that these protocols can be combined to obtain a protocol for quantum inputs and outputs.

3.1 Quantum Inputs

Consider the scenario where Alice’s input is the form of m physical qubits and she has no efficient
classical description of the inputs to be able to incorporate it into Protocol 1. In this case, she
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…

Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in

3

|+⌦ = 1⇥
2
(|0⌦+ |1⌦)

|⇧⌦

|±⌦

X

Z

H

J(� + ⇥ + r⇤)

⌅r

|+⇥⌦

|±�+⇥+r⇤⌦

{|+⇥⌦}
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about the position of the traps is leaked. Trap hiding also requires the client to
return two extra qubits for the input insertion (see Figure 2) that will belong
to trap graphs (called the white-graph and black-graph). The white qubit is a
trap is prepared in a state |✓ki while the black qubit is dummy and is prepared
in state |dji. The three qubits will be randomly permuted by the client so that
the server does not know which qubit is which. A similar procedure (with no
communication from the server) is applied for client’s input qubits, as well as
for all the qubits corresponding to the gate computation (see Figure 2).

Fig. 2. Server gives their input (blue) and client chooses (randomly) where in the input
base-location to place the input. The random choice is highlighted. The trap-colouring
is filled correspondingly, after the random choice is made.

Finally, after the server has received all the qubits, announces the secret
keys (mx,i,mz,i) for each input i to the client, so that the client can update the
encryption for these qubits and have (xi, ✓i) := (x0

i +mx,i, (�1)mx,i✓0i + ⇡mz,i).
With the updated encryption, the client computes the suitable measurement
angles �i. It is worth pointing out that the key releasing step from server to
client could be avoided, by using classical OT to compute the measurement
angles as a function of the secret parameters of the server �i(mx,i,mz,i) for
the first two layers (that have dependency on mx,i,mz,i). While this could be
necessary for future work, to construct protocols dealing with malicious client,
it is not necessary for our case where the client is considered to be specious.

3.2 Server’s output extraction

In the regular VUBQC protocol, the server returns all the output qubits to the
client. The client measures the final layer’s traps to check for any deviation and
then obtains the output of the computation by decrypting the output computa-
tion qubits using their secret keys. In the 2PQC, part of the output (of known
base-locations) should remain in the hands of the server. This, however, would
not allow the client to check for the related traps (that could have e↵ects on
other output qubits). Similar to the input injection, the solution is obtained via
an extra layer of encryption by server followed by a delayed key releasing. The
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y⟩ ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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about the position of the traps is leaked. Trap hiding also requires the client to
return two extra qubits for the input insertion (see Figure 2) that will belong
to trap graphs (called the white-graph and black-graph). The white qubit is a
trap is prepared in a state |✓ki while the black qubit is dummy and is prepared
in state |dji. The three qubits will be randomly permuted by the client so that
the server does not know which qubit is which. A similar procedure (with no
communication from the server) is applied for client’s input qubits, as well as
for all the qubits corresponding to the gate computation (see Figure 2).

Fig. 2. Server gives their input (blue) and client chooses (randomly) where in the input
base-location to place the input. The random choice is highlighted. The trap-colouring
is filled correspondingly, after the random choice is made.

Finally, after the server has received all the qubits, announces the secret
keys (mx,i,mz,i) for each input i to the client, so that the client can update the
encryption for these qubits and have (xi, ✓i) := (x0

i +mx,i, (�1)mx,i✓0i + ⇡mz,i).
With the updated encryption, the client computes the suitable measurement
angles �i. It is worth pointing out that the key releasing step from server to
client could be avoided, by using classical OT to compute the measurement
angles as a function of the secret parameters of the server �i(mx,i,mz,i) for
the first two layers (that have dependency on mx,i,mz,i). While this could be
necessary for future work, to construct protocols dealing with malicious client,
it is not necessary for our case where the client is considered to be specious.

3.2 Server’s output extraction

In the regular VUBQC protocol, the server returns all the output qubits to the
client. The client measures the final layer’s traps to check for any deviation and
then obtains the output of the computation by decrypting the output computa-
tion qubits using their secret keys. In the 2PQC, part of the output (of known
base-locations) should remain in the hands of the server. This, however, would
not allow the client to check for the related traps (that could have e↵ects on
other output qubits). Similar to the input injection, the solution is obtained via
an extra layer of encryption by server followed by a delayed key releasing. The
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sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0⟩, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y⟩ ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0⟩+ eiθx,y |1⟩) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+⟩ and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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Security model

The protocol is secure, if there exists a simulator for any
cheating party.

The adversary cannot distinguish between interacting with the
ideal functionality (and the simulator) or the actual protocol.
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Types of adversaries

Quantum Adversaries

Malicious: An adversary that can deviate in any possible (by
quantum mechanics) way
Specious: Is a quantum version of honest-but-curious. Can
deviate in any way, provided that for every step of the protocol
he can reproduce the honest state of that step by acting only
on his system. i.e. can pass an audit at all steps of the
protocol.

Formally, an adversary A is ✏-specious if there exists a family
of CP-maps T

i

: L(Ã
i

) ! L(A
i

) one for each step i of the
protocol such that for every allowed input ⇢

in

�(T
i

⌦ I · ⇢̃
i

(Ã, ⇢
in

), ⇢
i

(⇢
in

))  ✏

where ⇢
i

(⇢
in

) is the honest state at step i and ⇢̃
i

(Ã, ⇢
in

) the
state of the real (deviated) protocol at the same step.
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0⟩ + eiθ |1⟩
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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3 All qubits are sent to the Server who performs the following circuit
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√

2
|0⟩ + 1√

2
|1⟩ state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y⟩ (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+⟩ = 1√
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The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0⟩ follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ⟩ , |−φ⟩ basis on a state |ψ⟩ is
the same as a measurement in the |+φ+θ⟩ , |−φ+θ⟩ basis on Z(θ) |ψ⟩ (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Quantum Cyber Security is the �eld that studies all aspects af-
fecting the security and privacy of communications and compu-
tations caused by the development of quantum technologies.

Quantum technologies may have a negative e�ect to cyber secu-
rity, when viewed as a resource for adversaries, but can also have a
positive e�ect, when honest parties use these technologies to their
advantage. The research can, broadly speaking, be divided into three
categories that depend on who has access to quantum technologies
and how developed these technologies are (see Figure 1). In the
�rst category we ensure that currently possible tasks remain secure,
while in the other two categories we explore the new possibilities
that quantum technologies bring.
As is typical in cryptography, we �rst assume the worst-case

scenario in terms of resources, where the honest parties are fully
classical (no quantum abilities), while the adversaries have access to
any quantum technology (whether this technology exists currently
or not). In particular we assume that they have a large quantum
computer. Ensuring that, in this scenario, the security and privacy
guarantees of a classical protocol remain intact, is known as post-
quantum (or “quantum-safe”) security.
In the second category we allow honest parties to have access

to quantum technologies in order to achieve enhanced properties,
but we restrict this access to those quantum technologies that are
currently available (or that can be built in near-term). Requesting
this level of quantum abilities comes from the practical demand to
be able to construct now, small quantum devices/gadgets that imple-
ment the “quantum” steps of (the honest) protocols. The adversaries,
again, can use any quantum technology. In this category we focus
on achieving classical functionalities but we are able to enhance
the security or e�ciency of the protocols beyond what is possible
classically by using current sate-of-the-art quantum gadgets.
Finally, the third category looks further in the future and exam-

ines the security and privacy of protocols that are possible (are
enabled) by the existence of quantum computers. We assume that
there exist quantum computation devices that o�er advantage in
many useful applications compared with the best classical comput-
ers. At that time, there will be tasks that involve quantum computers
and communication and processing of quantum information, where
the parties involved want to maintain the privacy of their data and
have guarantees on the security of the tasks achieved. This period
may not be too far, since quantum devices being developed now
are already crossing the limit of quantum computations that can be
simulated by classical supercomputers.
These categories, in general, include all aspects of cyber secu-

rity. We will focus on the e�ects that quantum technologies have
for cryptographic attacks and attacks that exploit vulnerabilities of
the new quantum hardware when such hardware is used. As far
as exploits of other vulnerabilities of existing classical hardware
is concerned (e.g. timing attacks), we do not expect they will sig-
ni�cantly bene�t from quantum technologies and thus we do not
expand further1.

1One could imagine that enhanced quantum sensing and quantum metrology could
improve certain side-channel attacks, but this is beyond the scope of this paper.
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Fig. 1. Schematic representation of the �antum Cyber Security research
landscape. Red boxes are the three categories of research. Do�ed lines
indicate the resources (computation and communication) required from the
honest parties. Green boxes represent issues we focus in this review.

1.3 This Review
First of all we clarify what this review is not. It is not an exhaustive
list of all research in quantum cyber security, neither a historical
exposition on how quantum cryptography developed, nor a proper
introduction to the �eld including the background required. Excel-
lent such reviews have been written (e.g. [14]).
Our aim is twofold. On the one hand we want to clarify miscon-

ceptions and organise/categorise the research landscape in quantum
cyber security in a comprehensive and approachable way to the
non-experts. On the other hand we want to focus on speci�c aspects,
for each of the quantum cyber security research categories given
above, that we believe have been under-represented in research and
exposure to the public, despite being very important. In Section 2
we clarify some facts about quantum computers and quantum adver-
saries, setting the stage to analyse the three categories of quantum
cyber security research. In Section 3 we explore the �rst category,
post-quantum security, giving a brief overview of the �eld and fo-
cusing on the issue of security de�nitions and proof techniques. In
Section 4 we sketch the research directions in quantumly-enhanced
security, focusing on the issue of implementation attacks and device
independence. In Section 5, after giving an overview we focus on
classical clients securely delegating computations to the quantum
cloud.We conclude in Section 6, giving a glimpse of howwe envision
that cyber security will be reshaped in the decades to come.

, Vol. 1, No. 1, Article . Publication date: March 2018.



:2 • Wallden, P. and Kashefi, E.

Quantum Cyber Security is the �eld that studies all aspects af-
fecting the security and privacy of communications and compu-
tations caused by the development of quantum technologies.

Quantum technologies may have a negative e�ect to cyber secu-
rity, when viewed as a resource for adversaries, but can also have a
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the parties involved want to maintain the privacy of their data and
have guarantees on the security of the tasks achieved. This period
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These categories, in general, include all aspects of cyber secu-

rity. We will focus on the e�ects that quantum technologies have
for cryptographic attacks and attacks that exploit vulnerabilities of
the new quantum hardware when such hardware is used. As far
as exploits of other vulnerabilities of existing classical hardware
is concerned (e.g. timing attacks), we do not expect they will sig-
ni�cantly bene�t from quantum technologies and thus we do not
expand further1.

1One could imagine that enhanced quantum sensing and quantum metrology could
improve certain side-channel attacks, but this is beyond the scope of this paper.
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Fig. 1. Schematic representation of the �antum Cyber Security research
landscape. Red boxes are the three categories of research. Do�ed lines
indicate the resources (computation and communication) required from the
honest parties. Green boxes represent issues we focus in this review.

1.3 This Review
First of all we clarify what this review is not. It is not an exhaustive
list of all research in quantum cyber security, neither a historical
exposition on how quantum cryptography developed, nor a proper
introduction to the �eld including the background required. Excel-
lent such reviews have been written (e.g. [14]).
Our aim is twofold. On the one hand we want to clarify miscon-

ceptions and organise/categorise the research landscape in quantum
cyber security in a comprehensive and approachable way to the
non-experts. On the other hand we want to focus on speci�c aspects,
for each of the quantum cyber security research categories given
above, that we believe have been under-represented in research and
exposure to the public, despite being very important. In Section 2
we clarify some facts about quantum computers and quantum adver-
saries, setting the stage to analyse the three categories of quantum
cyber security research. In Section 3 we explore the �rst category,
post-quantum security, giving a brief overview of the �eld and fo-
cusing on the issue of security de�nitions and proof techniques. In
Section 4 we sketch the research directions in quantumly-enhanced
security, focusing on the issue of implementation attacks and device
independence. In Section 5, after giving an overview we focus on
classical clients securely delegating computations to the quantum
cloud.We conclude in Section 6, giving a glimpse of howwe envision
that cyber security will be reshaped in the decades to come.
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We study the intrinsic computational power of entangled states exploited in measurement-based
quantum computation. By focussing on the power of the classical computer that controls the mea-
surements, we develop a classification of computational resource power, leading naturally to a notion
of resource states for measurement-based classical computation. Surprisingly, the Greenberger-
Horne-Zeilinger and Clauser-Horne-Shimony-Holt problems emerge naturally as optimal examples.
Our work exposes an intriguing relationship between the violation of local realistic models and the
computational power of entangled resource states.
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Introduction.– Measurement-based quantum computa-
tion is an approach to computation radically different to
conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational
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resource state

control computer

measurement

sites

FIG. 1: The control computer provides one bit of classical
information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
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does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
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entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
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1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
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power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
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to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
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the classical control computer at all. In this paper, we de-
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information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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We study the intrinsic computational power of entangled states exploited in measurement-based
quantum computation. By focussing on the power of the classical computer that controls the mea-
surements, we develop a classification of computational resource power, leading naturally to a notion
of resource states for measurement-based classical computation. Surprisingly, the Greenberger-
Horne-Zeilinger and Clauser-Horne-Shimony-Holt problems emerge naturally as optimal examples.
Our work exposes an intriguing relationship between the violation of local realistic models and the
computational power of entangled resource states.
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Introduction.– Measurement-based quantum computa-
tion is an approach to computation radically different to
conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational
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FIG. 1: The control computer provides one bit of classical
information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
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bit in return. It is emphasized that we place no restric-
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1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
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Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
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tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].
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we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
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model where active computation takes place. A strik-
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tional power. Merely by exchanging single bits with each
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1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
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Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
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tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
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construction [8] emerge as closely related to tasks in
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does the Popescu-Rohrlich non-local box [9].
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we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
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munication between control computer and sites - during
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bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-
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Client’s encoding:

5 Impossibility Results

The main result of this section is to prove the optimality of our protocol. We first prove that it is
impossible to achieve the similar task of secure delegated computing of our protocols by removing
the quantum requirement. Next we show that in the quantum case, the quantum states must depend
on the input of the client as it is done in our protocols. This result also indicates that a quantum
o↵-line protocol could not be achieved.

Theorem 1. No classical protocol, in which the client is restricted to XOR computations can
delegate deterministically computation of NAND to a server while keeping the blindness.

Proof. We prove this result first for the case of two rounds of communication, and no initial shared
randomness. Any such protocol will have the following three stages: client’s encoding, server’s
computation, and client’s decoding.

Client’s encoding. In this stage, the only thing the client can do is to compute C1(a, b,
�!x ), where

a, b are the input bits, �!x is a random bit string (of any length) and C1 is a computation which can
be implemented using only XOR gates. However, the state C1(a, b,

�!x ) must be independent from
a and b to maintain blindness when averaged over all �!x .

Server’s computation. The only thing the server can do is to apply some computable function S on
C1(a, b,

�!x ), thus returning S(C1(a, b,
�!x )).

Client’s decoding. The only thing the client can do is to run some function C2, on all the data he
has, which is implementable using XOR gates only:

C2(a, b,
�!x , S(C1(a, b,

�!x ))) = NAND(a, b) (correctness)

and the output must (deterministically) be the NAND of the inputs.

Let c = C1(a0, b0,
�!
x0 ) be some constant the client may send to the server. Then, because of blindness

it must hold that for all a, b there must exist �!x (a, b), which depends on a, b such that

C1(a, b,
�!x (a, b)) = c.

To see this, note that if the client could send c, but not for some inputs a00 and b00, then upon
receiving c the server learns something about the input, namely that it is not a00, b00, which violates
blindness. Note also that since all the computations the client can perform use only XOR gates
(and without the loss of generality, reversible), the client can compute �!x (a, b) given a, b. But then,
by the correctness of the protocol we have that

C2(a, b,
�!x (a, b), S(c)) = NAND(a, b) (correctness).

But S(c) is constant as well. This implies that given a fixed string S(c) the client can compute the
NAND of any input using just XOR gates, which is not possible.

This argument is easily generalised to a setting with shared randomness and many rounds of com-
munication. It is easy to see that the randomness cannot help as the protocol must be deterministic
(hence work for any sampling of the joint random variable), whereas using multiple rounds (all of
which must be independent of the input) just yields a longer constant string (analogous to S(c))
using which the client can compute the NAND on her own, which is again impossible. ⇤
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Quantum Communication

Protocol 4 Single Qubit Bounce SecureNAND

• Input (to Client): two bits a, b
• Output (from Client): ¬(a ^ b)
• The Protocol:

– Server’s round
1. The Server prepares the state |+i and sends it to the Client

– Client’s round
1. Client receives the state |+i from the server.
2. Client generates r 2R {0, 1}
3. Client modifies the state |+i to | i as follows

| i = ZrSaSb

�
S†�a�b|+i

and sends it to the Server.
– Server’s round

1. The server measures the qubit with respect to the X basis, obtaining the outcome s
2. Server sends s to Client

– Client’s round
1. Client computes

out = s� r � 1 (7)

2. Client outputs out.

For completeness we only analyse the Single Qubit Bounce SecureNAND protocol (Protocol 4).
Server generates a single qubit state and sends it via an untrusted quantum channel to the client.
Client applies a series of rotation quantum operators depending on the values of the inputs a, b,
a � b, and a classical random bit. Client sends the rotated qubit to sever via untrusted quantum
channel. Sever applies a Pauli-X measurement on the qubit and sends the classical result to the
client via an untrusted classical channel. Client produces the final output by applying classical
XOR gates between the received classical bit, a classical bit in state 1 and the random bit (Figure
6 in Appendix A). To see the correctness note that if the server was honest, it is a straightforward
calculation to see the state of the qubit the server receives is

ZrZa^b|+i

Then the result of the measurement performed by the server is s = r � a ^ b, and the decoding
produces out = 1� a ^ b as required.

To see the security, note that the most general strategy of the server is to prepare a bipartite
state ⇡1,2 and send the first subsystem to the client. Then the state of the server system (up to a
normalization factor 1/2), once the client performed her round is:

P
r

�
ZrZa^b ⌦ 2

�
⇡1,2

�
ZrZa^b ⌦ 2

�
=

P
r

0

⇣
Zr

0 ⌦ 2

⌘
⇡1,2

⇣
Zr

0 ⌦ 2

⌘

where r0 = r � a ^ b. Since r is distributed uniformly at random, so is r0 so the state above does
not depend on a or b.
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[31],

σz ⊗ σz ⊗ σz |ψ⟩ = |ψ⟩ ,
σz ⊗ σx ⊗ σx |ψ⟩ = |ψ⟩ ,
σx ⊗ σz ⊗ σx |ψ⟩ = |ψ⟩ ,
σx ⊗ σx ⊗ σz |ψ⟩ = − |ψ⟩ ,

(1)

where for notational convenience later in this paper, we have chosen the locally equivalent GHZ state |ψ⟩ =
(1/

√
2)(|y−y−y+⟩+ |y+y+y−⟩), with |y+⟩ = (1/

√
2)(|0⟩+ i |1⟩) and |y−⟩ = (1/

√
2)(|0⟩ − i |1⟩). This is locally equiva-

lent to the more well-known GHZ state (1/
√
2)(|000⟩+ |111⟩) and inability for these equations to be simultaneously

satisfied by c-number scalar values, representing the measured value in a hidden variable theory, is sometimes known
as the GHZ paradox.
We imagine that the three qubits are divided among three parties, each of which will measure in either the σz or

σx basis and label these measurement operators O0 = σz and O1 = σx. We can then rewrite the four equations above
in compact form.

Oa ⊗Ob ⊗Oa⊕b |ψ⟩ = (−1)AND(a,b) |ψ⟩ (2)

where a and b are bit-values and ⊕ denotes addition modulo 2.
Note that the value of the Boolean AND of bits a and b is encoded in the eigenvalues of these equations. Representing

the measured eigenvalues + and − with the bit values Mi ∈ {0, 1} we see

M1 ⊕M2 ⊕M3 = AND(a,b) (3)

We see therefore see that if three parties sharing |ψ⟩ make measurements determined by bit-values a, b and a⊕ b,
the parity of their output bits is equal to AND(a, b). An interesting aspect of this is that the computation can be
done in a distributed manner. The qubits which form the GHZ state do not have to be in the same spacial point,
they can be distributed between spatially separated parties. The outcome of the computation is naturally encoded
in the parity of bits held by the three parties. This is a simple form of secret sharing [36] because the value is only
revealed if the three parties share their data. In the next sections, we use this property as the basis of protocol for
secure multi-party computation.

III. SCHEME A: A NEARLY PRIVATE MULTI-PARTY COMPUTATION PROTOCOL

In this section, we introduce a scheme for multi-party computation between two parties, Alice and Bob. To
circumvent Lo’s [24] no-go theorem a third party, Charlie, is required. Adding a third party allows a measurement-
based scheme to be employed and this introduces an irreducibly classical part, the measurement outcomes into the
protocol. It is this classical part which makes the computation model differ to the “unitary black-box” model used in
no-go theorems [24, 25].The scheme has enhanced privacy compared to public computation, but Charlie learns more
information about Alice and Bob’s input than in the ideal scenario. We therefore call this scheme “nearly private”.
To implement the scheme Alice, Bob and Charlie must share a GHZ state |ψ⟩ and additionally, each pair must share
secret correlated random bits. In addition, Charlie is able to send data on a secure classical channel to Alice and also
to Bob, as shown in Fig. 1. The correlated private bits and the secure channel can both be achieved in information
theoretically secure manner by standard quantum key distribution protocols [12–14].
Let f (x1, . . . , xn, y1, . . . , yn) be the function to be calculated and let x⃗ = (x1, . . . , xn) and y⃗ = (y1, . . . yn) represent

Alice and Bob’s input data. In order to simplify our protocol we will make use of the fact that any Boolean function
f (x⃗, y⃗) : {0, 1}n×{0, 1}n → {0, 1}, x⃗, y⃗ ∈ {0, 1}n can be calculated as the inner product of two vectors of polynomials,
Pi (x⃗) and Qi (y⃗) [37]

f (x1, .., xn, y1, .., yn) =
m
⊕

i=1

Pi (x⃗)Qi (y⃗) , (4)

where the sum operator corresponds to addition modulo 2. The number of terms that will be needed, m, is at worst
bounded by 2n, where n is the length of the input vectors, therefore this decomposition can only be practically
employed when m scales polynomially with n, m ! poly (n). The function can be evaluated by the calculation of each
product PiQi in turn. The polynomials Pi and Qi can be calculated locally, and hence privately by Alice and Bob
respectively. All that is required in addition is the ability to compute PiQi = AND(Pi, Qi) for each value of i. Our
first protocol exploits the correlations of a GHZ state to achieve this.
The protocol proceeds in the following steps, all addition is performed modulo 2:
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We study the intrinsic computational power of entangled states exploited in measurement-based
quantum computation. By focussing on the power of the classical computer that controls the mea-
surements, we develop a classification of computational resource power, leading naturally to a notion
of resource states for measurement-based classical computation. Surprisingly, the Greenberger-
Horne-Zeilinger and Clauser-Horne-Shimony-Holt problems emerge naturally as optimal examples.
Our work exposes an intriguing relationship between the violation of local realistic models and the
computational power of entangled resource states.

PACS numbers: 03.67.Lx, 03.65.Ud

Introduction.– Measurement-based quantum computa-
tion is an approach to computation radically different to
conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational

∗janet@qipc.org
†d.browne@ucl.ac.uk

resource state

control computer

measurement

sites

FIG. 1: The control computer provides one bit of classical
information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-

control computer

resource state

measurement site

From Linear to Non-linear - SMPC 
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tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
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Multiparty quantum-enhanced computation
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In this work we examine how a minimum manipulation of quantum information can help boost
a client ability to compute classical gates. More specifically we will show that clients that have
only access to non-universal gates, can securely delegate the computation of a universal gate to
a server, with minimal quantum communication. We extent the one client/one server setting of
[Dunjko, Kapourniotis, Kashefi] in the multiparty setting, by thinking of the secret bits as inputs
of di↵erent players. For example the one-qubit protocol of Dunjko et al can be thought of as a
two-player protocol where the players have access to an XOR box, and they securely delegate the
computation of an NAND gate to a server.

We start from the following observation, that the following expression is true:

(S†)�xi
S

xn
. . . S

x1 |+i = Z

f(x1,...,xn) |+i

where:

f(x1, . . . , xn) =
n 1, if

P
x

i

= 2 (mod 4) or
P

x

i

= 3 (mod 4)
0, if

P
x

i

= 0 (mod 4) or
P

x

i

= 1 (mod 4)

We therefore need a global XOR box that is accessible to all clients. A single qubit bounce
protocol would go as follows:

1. The Server sends qubit |+i to the first client.

2. Each client chooses x
i

and rotates the state by S

xi .

3. The last client gets the
L

x

i

from the XOR box and applies (S†)�xi .

4. The state is sent back to the Server who measures in the Hadamard basis.

However in this protocol, the Server learsn the value of the function f . If we do not want to
reveal any information to the Server then we need to hide it with a Z-rotation. It holds that:

(S†)�xi
Z

yn
S

xn
. . . Z

y1
S

x1 |+i = Z

�yn
Z

f(x1,...,xn) |+i

while at the end the Server needs to communicate the measurement result to the players, and they
need to correct the classical result according to the parity of the Z-rotations.

1
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Multiparty secure delegated computing

Marco Clementi

May 24, 2016

1 Introduction

The aim of this work is to demonstrate how quantum information can be exploited in order to
provide security to delegated classical computations. We will show how it is possible by a set
of clients, endowed with non-universal computational capability (limited to XOR operations),
to securely delegate to an untrusted server the computation of a global nonlinear function of
several bits. Security of the protocol concerns both the client side (each client does not share its
information with the others) and the server, who knows neither the input nor the output of the
computation performed, and is then referred as blind. The role of the server is then either to
provide the computational capability which clients could not access and to provide non-classical
resources required to make computation secure. Moreover, we show how privacy can be ensured
only exploiting quantum features, like superposition and no-cloning. This work extents the
single client/single server protocol proposed by [1] and experimentally demonstrated in [2], to
a multiparty scenario. However, now stronger assumptions about the sharing of information
among clients are required. As major di↵erence with the previous work, a realization with
coherent beams is here no longer possible: quantum nature of our resources becomes a strict
requirement.

2 Theory

Suppose we want to calculate the value of a Boolean function f defined as follows:

f(x1, . . . , xn) =
n 0, if

P
xi = 0 (mod 4) or

P
xi = 1 (mod 4)

1, if
P

xi = 2 (mod 4) or
P

xi = 3 (mod 4)
(1)

where each of the n input bits xi is provided by a di↵erent client, and must be kept secret to
other parties. The value assumed by the function, which again must be kept secret, represents
the output of our computation. This function has a recursive algebraic normal form:

f(x1, . . . , xn) = x1 · x2 + (x1 + x2) · x3 + (x1 + x2 + x3) · x4 + · · ·+ (x1 + . . . xn�1) · xn

In the above expression the addition and multiplication over the field F2 are the exclusive
OR (XOR) operation and the logical AND operation respectively. The reason we use the XOR
instead of the logical OR is because the reproduced systems from both the logical AND and
OR are monoids, therefore they only provide associativity and the identity property. In order
to be able to expand into larger structures like the field F2, we need to include an abelian group
like the one produced by XOR.

In order for a Boolean function to be non-linear, a change in the assignment for each variable
should either always change the value of the function, or never change it. We can therefore check
if the function f is non-linear, by writing the truth table for all assignments of its variables.
It is easy to see that f is non-linear and can therefore not be classically computed using only
linear operations in F2, such as XOR.

1



Multiparty quantum-enhanced computation

...

January 22, 2016

In this work we examine how a minimum manipulation of quantum information can help boost
a client ability to compute classical gates. More specifically we will show that clients that have
only access to non-universal gates, can securely delegate the computation of a universal gate to
a server, with minimal quantum communication. We extent the one client/one server setting of
[Dunjko, Kapourniotis, Kashefi] in the multiparty setting, by thinking of the secret bits as inputs
of di↵erent players. For example the one-qubit protocol of Dunjko et al can be thought of as a
two-player protocol where the players have access to an XOR box, and they securely delegate the
computation of an NAND gate to a server.

We start from the following observation, that the following expression is true:
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We therefore need a global XOR box that is accessible to all clients. A single qubit bounce
protocol would go as follows:

1. The Server sends qubit |+i to the first client.

2. Each client chooses x
i

and rotates the state by S

xi .

3. The last client gets the
L

x

i

from the XOR box and applies (S†)�xi .

4. The state is sent back to the Server who measures in the Hadamard basis.

However in this protocol, the Server learsn the value of the function f . If we do not want to
reveal any information to the Server then we need to hide it with a Z-rotation. It holds that:
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while at the end the Server needs to communicate the measurement result to the players, and they
need to correct the classical result according to the parity of the Z-rotations.
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1 Introduction

The aim of this work is to demonstrate how quantum information can be exploited in order to
provide security to delegated classical computations. We will show how it is possible by a set
of clients, endowed with non-universal computational capability (limited to XOR operations),
to securely delegate to an untrusted server the computation of a global nonlinear function of
several bits. Security of the protocol concerns both the client side (each client does not share its
information with the others) and the server, who knows neither the input nor the output of the
computation performed, and is then referred as blind. The role of the server is then either to
provide the computational capability which clients could not access and to provide non-classical
resources required to make computation secure. Moreover, we show how privacy can be ensured
only exploiting quantum features, like superposition and no-cloning. This work extents the
single client/single server protocol proposed by [1] and experimentally demonstrated in [2], to
a multiparty scenario. However, now stronger assumptions about the sharing of information
among clients are required. As major di↵erence with the previous work, a realization with
coherent beams is here no longer possible: quantum nature of our resources becomes a strict
requirement.

2 Theory

Suppose we want to calculate the value of a Boolean function f defined as follows:
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where each of the n input bits xi is provided by a di↵erent client, and must be kept secret to
other parties. The value assumed by the function, which again must be kept secret, represents
the output of our computation. This function has a recursive algebraic normal form:

f(x1, . . . , xn) = x1 · x2 + (x1 + x2) · x3 + (x1 + x2 + x3) · x4 + · · ·+ (x1 + . . . xn�1) · xn

In the above expression the addition and multiplication over the field F2 are the exclusive
OR (XOR) operation and the logical AND operation respectively. The reason we use the XOR
instead of the logical OR is because the reproduced systems from both the logical AND and
OR are monoids, therefore they only provide associativity and the identity property. In order
to be able to expand into larger structures like the field F2, we need to include an abelian group
like the one produced by XOR.

In order for a Boolean function to be non-linear, a change in the assignment for each variable
should either always change the value of the function, or never change it. We can therefore check
if the function f is non-linear, by writing the truth table for all assignments of its variables.
It is easy to see that f is non-linear and can therefore not be classically computed using only
linear operations in F2, such as XOR.
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Figure 3: Experimental scheme: single photon source generates heralded horizontally polarized
photons. These are sent over 15m of polarization mantaining fibre to the client side. Each client
consists experimentally in a pair of half waveplates rotated by an angle which depends on the
value of bits xi,ri. At the end of client chain, a final conditional rotation is performed. Then,
photon is sent back to server, who performs a measurement in the computational basis. This
has been implemented with a Wollaston prism and two single photon resolving APDs.

Security of implementation

The main security issue of a single photon implementation is due to the non-zero losses of the
system. These include the probability of losing the photon along the fibre connections, in the
coupling stages and at the detectors. In principle, it is not possible to distinguish between a
photon lost due to non-ideality of the system and the one lost due to an eavesdropper. Since no
one but the server can be aware of the loss of a photon (he is the only one who can perform a
measurement), she could in principle cheat asking the clients to perform many times the same
calculation. However, as long as the OTP is properly applied, the server could not steal data
without the help of one of the clients.

A more realistic possibility for the server to cheat would be to send light through the client
chain at a wavelength di↵erent than the one specified. This would lead to a di↵erent behaviour
of the birefringent devices, and in principle could allow to steal information. However, this
problem could be easily overcome applying a narrow band filter (notch) at photons’ central
wavelength right before the clients.

Probably the most important threat to security in our implementation is due to the be-
haviour of the rotation operators which we considered. The unitary Ry(✓) applied to |0i may
introduce indeed a phase shift of ⇡ on the state whenever ✓ /2 [0,⇡]. This is a common feature
of all Pauli rotations, as elements of the SO(3) group. The sequence of gates corresponding to
xi = 1 and ri = 0 for all i in our implementation, for example, introduces a phase shift of ⇡ on
the input state. For some schemes (depending on the total number of clients) this may lead to a
potential leak of information4. Experimentally, the server could retrieve this conditional phase
shift assuming that he is able to sense a variation of the length of the optical fibre connecting
him to the server of �/2 = 775 nm, an improbable situation in a real life scenario but which
has to be considered in the security framework.

4However, we notice that this issue is not present in our experiment: phase shifts introduced produce indeed
a statistics which doesn’t allow the server to infer information.
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need to correct the classical result according to the parity of the Z-rotations.
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